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Delworth et al. (1993): 
Coupled model SST for 
strong overturning minus 
weak overturning
  

Observed SST: 1950-1964 
minus 1970-1984, two 
contrasting intervals in 
AMV “cycle” (from 
Kushnir, 1994) 

Coupled model lag-correlation 
between subpolar gyre SST 

and SSH and an AMOC index 
(peak AMOC linked with 

warm SST) 
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Knight et al. (2005): Joint MTM-SVD 
analysis of simulated decadal surface 
temperatures and AMOC in HadCM3.

Knight et al. (2005): (A) Cross-
correlation between decadal AMOC 

anom. and global Ts;  (B) decadal 
AMOC anom. vs. No. Atl. SSTA

THC strengths for the next 35 years (Figure 4c). All the
members of this ensemble show a downturn in the strength
of the THC within a decade of the present day, suggesting
that the THC is currently at or near a peak and likely to
diminish thereafter. Further, each analogue segment
becomes negative in the next 3 decades, reaching an
average minimum of !0.70 Sv, similar to reconstructed
levels for the minima of the 1910s and 1970s.

5. Discussion and Conclusions

[8] Our 1400 year model simulation exhibits multidecadal
climate variability with a similar pattern and amplitude to
that of the AMO in observations. Together with the
similarity of the simulated 70–120 year period to the
observed 65 year period, and the range of periods derived
from palaeodata (40–130 years) [Delworth and Mann,
2000; Gray et al., 2004], this suggests the model simulates
a realistic AMO. Its presence over many centuries in the
model supports the suggestion from observations and proxy
data that the AMO is a genuine repeating mode of global-
scale internal climate variability. This is consistent with
analyses showing the lack of a forced AMO signal in the
ensemble of 1860–2000 HadCM3 simulations used by Stott
et al. [2000], which otherwise accounts for almost all

observed global-scale temperature variability by natural
and anthropogenic forcings.
[9] The results also highlight the likelihood of a link

between the AMO and the strength of the THC. Further
evidence of this link comes from a 580 year experiment
with a version of our model with the same atmospheric
formulation but representing only the top 50 m of the ocean.
This does not possess an AMO, demonstrating that the deep
ocean is necessary to produce the AMO. The mechanism of
the simulated AMO-THC mode is diagnosed fully by
Vellinga and Wu [2004].

Figure 3. Joint MTM-SVD analysis of simulated decadal
mean surface temperature and Atlantic overturning stream-
function for model years 400 to 900. Panels a–d show the
signal in surface temperature anomaly in the frequency band
from (70 years)!1 to (180 years)!1, at phases of 0!, 60!,
120!, 180! respectively. Zero phase corresponds to max-
imum mean Northern Hemisphere temperature. Panels e–h
show the corresponding phases of the covarying signal in
streamfunction anomaly in the same band. In panel e, the
climatological streamfunction is shown by contours, such
that the mean THC and anomalous THC strength are
positive (clockwise). Negative contours are dashed.

Figure 4. (a) Cross-correlations of decadal global (solid
curve) and Northern Hemisphere (dotted) mean surface
temperatures with the THC index for 1400 years of
simulation. 95% confidence limits are shown as dotted
horizontal lines. Negative values on the abscissa indicate
temperature leading the THC. (b) Decadal THC anomalies
(Sv) for the 50 decades used in Figure 3 as a function of a
normalised index of mean northern North Atlantic SST
anomaly (points). The index is an area-average (100!W–
20!E, 35!–80!N) weighted by the local signal to noise
variance ratio to reduce the influence of noisy marginal
areas. The least-squares fit (thick line) is also a good fit for
the remaining 900 years. 85% confidence intervals of the
residuals are shown by thin curves. (c) Reconstruction of
the THC (thick curve) and its uncertainty limits (thin
curves), inferred using the regression and residual limits in
Figure 4b and quadratically detrended running decadal
mean SSTs from HadISST. The observed SSTs are
weighted, meaned and normalised as the model SSTs.
Dates refer to decadal mid-points. Also shown are the 8
forecast segments corresponding to the model THC after
rises through the reconstructed 1993–2002 value (0.63 Sv).
Assuming an AMO period closer to the 65 years estimated
from observations than the 100 years in the simulation, the
segments are contracted so 6 decades of model THC
produce a forecast for 35 years. Upward- and downward-
pointing triangles denote maxima and minima respectively
of the THC ensemble members.
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THC strengths for the next 35 years (Figure 4c). All the
members of this ensemble show a downturn in the strength
of the THC within a decade of the present day, suggesting
that the THC is currently at or near a peak and likely to
diminish thereafter. Further, each analogue segment
becomes negative in the next 3 decades, reaching an
average minimum of !0.70 Sv, similar to reconstructed
levels for the minima of the 1910s and 1970s.

5. Discussion and Conclusions

[8] Our 1400 year model simulation exhibits multidecadal
climate variability with a similar pattern and amplitude to
that of the AMO in observations. Together with the
similarity of the simulated 70–120 year period to the
observed 65 year period, and the range of periods derived
from palaeodata (40–130 years) [Delworth and Mann,
2000; Gray et al., 2004], this suggests the model simulates
a realistic AMO. Its presence over many centuries in the
model supports the suggestion from observations and proxy
data that the AMO is a genuine repeating mode of global-
scale internal climate variability. This is consistent with
analyses showing the lack of a forced AMO signal in the
ensemble of 1860–2000 HadCM3 simulations used by Stott
et al. [2000], which otherwise accounts for almost all

observed global-scale temperature variability by natural
and anthropogenic forcings.
[9] The results also highlight the likelihood of a link

between the AMO and the strength of the THC. Further
evidence of this link comes from a 580 year experiment
with a version of our model with the same atmospheric
formulation but representing only the top 50 m of the ocean.
This does not possess an AMO, demonstrating that the deep
ocean is necessary to produce the AMO. The mechanism of
the simulated AMO-THC mode is diagnosed fully by
Vellinga and Wu [2004].

Figure 3. Joint MTM-SVD analysis of simulated decadal
mean surface temperature and Atlantic overturning stream-
function for model years 400 to 900. Panels a–d show the
signal in surface temperature anomaly in the frequency band
from (70 years)!1 to (180 years)!1, at phases of 0!, 60!,
120!, 180! respectively. Zero phase corresponds to max-
imum mean Northern Hemisphere temperature. Panels e–h
show the corresponding phases of the covarying signal in
streamfunction anomaly in the same band. In panel e, the
climatological streamfunction is shown by contours, such
that the mean THC and anomalous THC strength are
positive (clockwise). Negative contours are dashed.

Figure 4. (a) Cross-correlations of decadal global (solid
curve) and Northern Hemisphere (dotted) mean surface
temperatures with the THC index for 1400 years of
simulation. 95% confidence limits are shown as dotted
horizontal lines. Negative values on the abscissa indicate
temperature leading the THC. (b) Decadal THC anomalies
(Sv) for the 50 decades used in Figure 3 as a function of a
normalised index of mean northern North Atlantic SST
anomaly (points). The index is an area-average (100!W–
20!E, 35!–80!N) weighted by the local signal to noise
variance ratio to reduce the influence of noisy marginal
areas. The least-squares fit (thick line) is also a good fit for
the remaining 900 years. 85% confidence intervals of the
residuals are shown by thin curves. (c) Reconstruction of
the THC (thick curve) and its uncertainty limits (thin
curves), inferred using the regression and residual limits in
Figure 4b and quadratically detrended running decadal
mean SSTs from HadISST. The observed SSTs are
weighted, meaned and normalised as the model SSTs.
Dates refer to decadal mid-points. Also shown are the 8
forecast segments corresponding to the model THC after
rises through the reconstructed 1993–2002 value (0.63 Sv).
Assuming an AMO period closer to the 65 years estimated
from observations than the 100 years in the simulation, the
segments are contracted so 6 decades of model THC
produce a forecast for 35 years. Upward- and downward-
pointing triangles denote maxima and minima respectively
of the THC ensemble members.
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Latif et al. (2006): an observed SST-based 
index for AMOC (line) compared to the 
NAO index (shaded curve) and to the 
LSW layer thickness (in m - stars) from 
Curry et al. (1998).

Trend in annual SST 
1980-2004 (°C/century) 

after removing the 
corresponding globally ave. 
value showing regions used 

to calculate the AMOC 
index (Latif et al., 2006)
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Zhang (2008) 

PC1 of detrended 0-700 m OHC

regression of SST on PC 1 

Leading EOF of 
detrended 
0-700 m OHC 
(GJ/m2)

By studying obs and model output, Zhang 
(2008) showed that EOF 1 of 400m 
ocean temperature provides an in-phase 
proxy for AMOC variability
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The regression of annual-mean surface air 
temperature (in °C/°C) on an AMV index*  
averaged over the output of 20 AR4 pre-
industrial control runs.

* Area weighted SST in the No. Atl. 0-60°N and  
75-7.5°W

Same as above but for the models’ AMOC 
streamfunction (in sv/°C) 
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rainfall is highly correlated with All India Summer
Rainfall [Parthasarathy et al., 1994]. Over west central
India, the multidecadal wet period is in phase with the
positive AMO phase (warm North Atlantic) during the
middle of the 20th century (!1926–1965); the dry
periods are in phase with the negative AMO phase during
both the early (!1901–1926) and the late 20th century
(!1965–1995) (Figures 1a and 1c). The time series of
west central India summer rainfall is in phase with Sahel
summer rainfall (Figures 1b and 1c). The leading spatial
pattern (EOF 1, from Empirical Orthogonal Function
analysis, Figure 2a) of observed 20th century summer
rainfall anomalies over the region covering both Africa
and India also suggests an in-phase relationship between
India and Sahel summer rainfall. The time series of this
spatial pattern is in phase with the observed AMO index
(Figures 1a and 1d).
[5] The observed AMO Index is also in phase with the

observed time series of the number of major Atlantic
hurricanes and the Hurricane Shear Index (Figures 1a
and 1e), consistent with previous studies [Gray, 1990;
Landsea et al., 1999; Goldenberg et al., 2001]. Here the
Hurricane Shear Index is defined as the anomalous 200-hPa–
850-hPa vertical shear of the zonal wind multiplied by "1,
computed during Hurricane season, August to October-

Figure 1. Observed and modeled variability. The color
shading is the low-pass filtered (LF) data and the green
dash line is the unfiltered data. (a) Observed AMO
Index(K), derived from HADISST [Rayner et al., 2003].
(b) Observed JJAS Sahel rainfall anomalies (averaged over
20!W-40!E, 10–20!N). All observed rainfall data is from
Climate Research Unit (CRU), University of East Anglia,
United Kingdom (CRU-TS_2.1). (c) Observed JJAS west
central India rainfall anomalies (averaged over 65–80!E,
15–25!N). (d) Observed time series of the dominant
pattern (PC 1) of LF JJAS rainfall anomalies. (e) Observed
anomalous Atlantic major Hurricane number (axis on the
left, original data from the Atlantic basin hurricane
database- HURDAT, with no bias-type corrections from
1944–1969 as recently recommended by Landsea [2005],
there is no reliable data before 1944), and observed
Hurricane Shear Index (1958–2000), derived from ERA-40
[Simmons and Gibson, 2000] (m/s, brown solid line for LF
data, brown dash line for unfiltered data, axis on the right).
(f) Modeled AMO Index(K). (g) Modeled JJAS Sahel
rainfall anomalies. (h) Modeled JJAS west central India
rainfall anomalies. (i) Modeled PC 1 of LF JJAS rainfall
anomalies. (j) Modeled Hurricane Shear Index(m/s). All LF
data in this paper were filtered using the Matlab function
’filtfilt’, with a Hamming window based low-pass filter and
a frequency response that drops to 50% at the 10-year
cutoff period. All rainfall time series are normalized by the
SD of the corresponding LF data, i.e. 9.1 and 5.5 mm/
month for Figures 1b and 1g; 12.5 and 7.1 mm/month for
Figures 1c and 1h, 371 and 261 mm/month for Figures 1d
and 1i. Light blue lines mark the phase-switch of AMO.

Figure 2. Leading spatial pattern of the 20th century low
frequency JJAS rainfall anomalies over Africa and India.
(a) EOF 1 (31%) of observed LF JJAS rainfall anomalies.
(b) EOF 1 (67%) of modeled LF JJAS rainfall anomalies.
(c) Regression of observed LF JJAS rainfall anomalies on
observed AMO Index. (d) Regression of modeled LF
JJAS rainfall anomalies on modeled AMO Index. The
observed rainfall is from CRU-TS_2.1. The original
regressions correspond to 1 SD of the AMO index,
Figures 2a and 2c are normalized by the SD of observed
time series of the dominant pattern, i.e. PC1 (371 mm/
month), and Figures 2b and 2d are normalized by the SD
of modeled PC1 (261 mm/month). The modeled EOF1
explains much higher percentage of variance due to
ensemble average.
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To identify the climate variations asso-
ciated with the AMO, we considered a simple
composite difference of observational sea-
level pressure (SLP), precipitation, and surface
air temperature (SAT) data between the warm
phase from 1931 to 1960 and the subsequent
30 years, 1961 to 1990, which were dominated
by a cool phase of the AMO (Fig. 2, A to C).
In the North Atlantic region, there are two
prominent low-pressure anomalies, one centered
over the southern United States (È60 Pa) and
the other centered just west of the United King-
dom (peaking at È150 Pa). The low-pressure
anomaly over the southern United States is as-
sociated with precipitation reductions of up to
20% (0.1 to 0.3 mm/day), consistent with (1)
and (4). Over western Europe, there is enhanced
precipitation (0.1 to 0.3 mm/day, or 5% to 15%
of the mean summer value). This multidecadal
change in European precipitation has been pre-
viously documented (5) but has not been linked
with the AMO. The SAT fields (Fig. 2C) show
warm anomalies (0.25-C to 0.75-C) over the
United States and also over central Europe. The
precipitation fields (Fig. 2B) also show large
positive anomalies in the Sahel region of North
Africa, consistent with earlier work (11), and in
the Caribbean.

A simple significance test (12) suggests that
the major observed anomalies shown in Fig. 2
are unlikely to have arisen from internal fluc-
tuations of the atmosphere. To investigate
whether they arose in response to changes in
the ocean, we first examined results from an
ensemble of six simulations with an atmospher-
ic general circulation model. These BC20[ sim-
ulations were forced with historical global SST
data for the period 1871 to 1999, and varia-
tions in the ensemble mean provide informa-
tion about the ocean forcing of climate (13).
Figure 2, D and E, shows the ensemble mean
SLP and precipitation anomalies correspond-
ing to the composite differences computed
from observations. The SLP shows low-
pressure anomalies centered over the southern
United States and in the region of the United
Kingdom that are in good agreement with the
observations. The anomalies over the United
States are very similar in magnitude to the
observations (60 to 75 Pa), whereas the anom-
alies west of the United Kingdom are weaker
in the model ensemble mean (È50 Pa) than in
the observations (È150 Pa). The most likely
reason for this discrepancy is a larger compo-
nent of internal variability in the observations,
a hypothesis supported by analysis of the en-
semble spread (fig. S3).

The precipitation field (Fig. 2E) shows
reduced precipitation over the United States
and northern Mexico, and the magnitude of the
anomalies (0.1 to 0.3 mm/day) is in agreement
with the observations. Over western Europe,
the model indicates enhanced precipitation
consistent with the observations, but on the
basis of our sample of six ensemble members,

the anomalies are not statistically significant
and are therefore not seen in the figure. The
model shows large increases in precipita-
tion in a tropical band stretching from the
eastern Pacific, through the Caribbean and
tropical Atlantic, to North Africa. The anom-
alies in the Caribbean and northern South
America agree with the land observations in
these regions, but the anomalies in the Sahel
region are markedly weaker than is observed.
This discrepancy might be a consequence of
errors in the representation of land-surface
feedbacks (14, 15).

The results from the C20 simulations pro-
vide strong evidence that the major North At-
lantic features identified in the observations
arise in response to changes in the oceans.
Results from similar experiments with other
atmospheric models are consistent with this
conclusion (16). However, because in each case
the model was forced with global SST fields,
these experiments do not clearly demonstrate

the role of the Atlantic Ocean. To clarify the
role of the Atlantic, we forced the model with
an idealized AMO SST anomaly pattern, based
on the North Atlantic part of Fig. 1B (see fig.
S1). For these experiments, SST anomalies did
not vary in time, but integrations of 10 or 20
years_ duration were carried out to separate
the ocean_s influence from atmospheric inter-
nal variability (12).

Figure 2, F to H, shows the response to the
AMO SST pattern. Over the Caribbean,
central America, and the United States, the
SLP and precipitation fields show excellent
agreement with both the C20 simulations and
the observations. The low-pressure anomalies
in western Europe are also reproduced. Over the
United Kingdom, there are positive precipitation
anomalies, which were not seen in the C20
simulations but are in the observations, whereas
precipitation anomalies over the Sahel are again
weaker than observed (17). The SAT fields
(Fig. 2H) show a prominent warm anomaly

A

D

F G H

B

E

C

Fig. 2. Evidence of AMO impacts on boreal summer [June, July, and August (JJA)] climate. (A to C)
Observed differences between the mean JJA conditions from 1931 to 1960 (a warm phase of the
AMO) and the mean JJA conditions from 1961 to 1990 (a cold phase of the AMO). (A) Sea-level
pressure. Contours are in Pa with an interval of 30 Pa; shading indicates signal-to-noise ratio (12). (B)
Land precipitation (mm/day). (C) Land surface air temperature (-C). The scale for precipitation is
nonlinear; the central range is (–0.5, 0.5). Values between (0.5,2.5) and (–2.5,–0.5) are each shaded
with a single color. (D and E) As in (A) and (B), but computed from the ensemble mean of six
simulations with the HadAM3 atmosphere model forced with observed SST data. In (D), the contour
interval is 15 Pa. (F to H) As in (A) to (C), but showing differences between time means of simulations
with the HadAM3 model forced with positive and negative signs of an idealized AMO SST pattern.
(The pattern is based on the North Atlantic part of Fig. 1B and is shown exactly in fig. S1.) In (F), the
contour interval is 15 Pa. All the values have been appropriately scaled to allow comparison with the
other panels (12). In (A) and in (C) to (H), regions where anomalies are not significant at the 90%
level are shaded white. In (E) and (G), precipitation values are shown over the sea as well as the land.
Details of the model experiments and analyses are given in (12).
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precipitation (0.1 to 0.3 mm/day, or 5% to 15%
of the mean summer value). This multidecadal
change in European precipitation has been pre-
viously documented (5) but has not been linked
with the AMO. The SAT fields (Fig. 2C) show
warm anomalies (0.25-C to 0.75-C) over the
United States and also over central Europe. The
precipitation fields (Fig. 2B) also show large
positive anomalies in the Sahel region of North
Africa, consistent with earlier work (11), and in
the Caribbean.

A simple significance test (12) suggests that
the major observed anomalies shown in Fig. 2
are unlikely to have arisen from internal fluc-
tuations of the atmosphere. To investigate
whether they arose in response to changes in
the ocean, we first examined results from an
ensemble of six simulations with an atmospher-
ic general circulation model. These BC20[ sim-
ulations were forced with historical global SST
data for the period 1871 to 1999, and varia-
tions in the ensemble mean provide informa-
tion about the ocean forcing of climate (13).
Figure 2, D and E, shows the ensemble mean
SLP and precipitation anomalies correspond-
ing to the composite differences computed
from observations. The SLP shows low-
pressure anomalies centered over the southern
United States and in the region of the United
Kingdom that are in good agreement with the
observations. The anomalies over the United
States are very similar in magnitude to the
observations (60 to 75 Pa), whereas the anom-
alies west of the United Kingdom are weaker
in the model ensemble mean (È50 Pa) than in
the observations (È150 Pa). The most likely
reason for this discrepancy is a larger compo-
nent of internal variability in the observations,
a hypothesis supported by analysis of the en-
semble spread (fig. S3).

The precipitation field (Fig. 2E) shows
reduced precipitation over the United States
and northern Mexico, and the magnitude of the
anomalies (0.1 to 0.3 mm/day) is in agreement
with the observations. Over western Europe,
the model indicates enhanced precipitation
consistent with the observations, but on the
basis of our sample of six ensemble members,

the anomalies are not statistically significant
and are therefore not seen in the figure. The
model shows large increases in precipita-
tion in a tropical band stretching from the
eastern Pacific, through the Caribbean and
tropical Atlantic, to North Africa. The anom-
alies in the Caribbean and northern South
America agree with the land observations in
these regions, but the anomalies in the Sahel
region are markedly weaker than is observed.
This discrepancy might be a consequence of
errors in the representation of land-surface
feedbacks (14, 15).

The results from the C20 simulations pro-
vide strong evidence that the major North At-
lantic features identified in the observations
arise in response to changes in the oceans.
Results from similar experiments with other
atmospheric models are consistent with this
conclusion (16). However, because in each case
the model was forced with global SST fields,
these experiments do not clearly demonstrate

the role of the Atlantic Ocean. To clarify the
role of the Atlantic, we forced the model with
an idealized AMO SST anomaly pattern, based
on the North Atlantic part of Fig. 1B (see fig.
S1). For these experiments, SST anomalies did
not vary in time, but integrations of 10 or 20
years_ duration were carried out to separate
the ocean_s influence from atmospheric inter-
nal variability (12).

Figure 2, F to H, shows the response to the
AMO SST pattern. Over the Caribbean,
central America, and the United States, the
SLP and precipitation fields show excellent
agreement with both the C20 simulations and
the observations. The low-pressure anomalies
in western Europe are also reproduced. Over the
United Kingdom, there are positive precipitation
anomalies, which were not seen in the C20
simulations but are in the observations, whereas
precipitation anomalies over the Sahel are again
weaker than observed (17). The SAT fields
(Fig. 2H) show a prominent warm anomaly
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Fig. 2. Evidence of AMO impacts on boreal summer [June, July, and August (JJA)] climate. (A to C)
Observed differences between the mean JJA conditions from 1931 to 1960 (a warm phase of the
AMO) and the mean JJA conditions from 1961 to 1990 (a cold phase of the AMO). (A) Sea-level
pressure. Contours are in Pa with an interval of 30 Pa; shading indicates signal-to-noise ratio (12). (B)
Land precipitation (mm/day). (C) Land surface air temperature (-C). The scale for precipitation is
nonlinear; the central range is (–0.5, 0.5). Values between (0.5,2.5) and (–2.5,–0.5) are each shaded
with a single color. (D and E) As in (A) and (B), but computed from the ensemble mean of six
simulations with the HadAM3 atmosphere model forced with observed SST data. In (D), the contour
interval is 15 Pa. (F to H) As in (A) to (C), but showing differences between time means of simulations
with the HadAM3 model forced with positive and negative signs of an idealized AMO SST pattern.
(The pattern is based on the North Atlantic part of Fig. 1B and is shown exactly in fig. S1.) In (F), the
contour interval is 15 Pa. All the values have been appropriately scaled to allow comparison with the
other panels (12). In (A) and in (C) to (H), regions where anomalies are not significant at the 90%
level are shaded white. In (E) and (G), precipitation values are shown over the sea as well as the land.
Details of the model experiments and analyses are given in (12).
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Zhang and Delworth (2006): Time series of 
Sahel and West+Central India rainfall, and 
of number of Atlantic hurricanes, exhibit 
AMV time scales and GCM indicates 
causality

Sutton and Hodson (2005): A-C, Sea level 
pressure, precipitation and surface air 

temperature associated with AMV cooling 
in the 1960’s (1931-60 minus 1961-90). F-H, 

same for a GCM simulation.        
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Association with TNA SST variability
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The impact of AMV is caused 
mainly by related changes in 
the north tropical Atlantic 
(NTA) SST.

Kushnir et al. (2010): Observed* Sea 
level pressure (SLP, contours, mb) 
and precipitation (colors) 
associated with TNA SST 
variability 1979-2007. The effect of 
tropical Pacific SST (ENSO) was 
“removed” using simultaneous 
multiple regression analysis. 

* SLP is %om the NCEP-NCAR 
Reanalysis and precipitation %om 
GPCP (smoothed in space with two 
passes of a binomial 1-2-1 filter). 
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Model Response to AMV SST
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Kushnir et. al. (2010): (le') CLIVAR Drought 
Working Group (DWG), multi-model SLP 
and PPT response to warm-cold AMV 
SSTA. (below) Figure from the previous slide 
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vertical motion
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Mechanisms of Atmospheirc Response
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TAGA AGCM

Linear Model

Kushnir et. al. (2010): In an AGCM (below), when 
AMV is in a warm phase, increased convective 
heating over the tropical Atlantic stabilizes the 
entire tropical Atmosphere leading to suppressed 
convections elsewhere. A linear model simulation 
with tropical Atlantic heating only (on right) 
supports this response. 

However, this is not what we find in the 
summertime in a coupled model (why?)
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TAGA,  Apr-Sep

Kushnir et al. (2010): A linear GCM 
is forced with the tropical heating 
field from a “TAGA” AGCM run

Summer streamfunction 
shows a “Gill response”, 

with low tropospheric 
cyclone pair straddling 

the region of anomalous 
convective heating in the 

western No. trop. Atl.
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Mechanism of Atmos. Response - 3

13

Kushnir et al. (2010): “TAGA” AGCM 
winter heating (top) and mid-trop 
streamfunction response (bottom) .
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AMOC Collapse

14

Okumura et. al. (2009): Typical CGCM (here 
GFDL CM2.1) response to a 1-Sv AMOC 
water-hosing experiment: SST (color), surface 
wind stress (vectors, N/m2), and precipitation 
(green contours > 1.0 mm/day and orange 
contours < -1.0 mm/day intv. 1.0 mm/day).
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AMV impact in AR4 CGCMs
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Figure 4 shows the Atlantic and Pacific SST anomaly
pattern associated with a perturbation state of the
AMOC (averaged difference over the first 100 yr of the
perturbation state and the first 100 yr of the control

simulation) as simulated by the five CGCMs. We ob-
serve the well-known interhemispheric seesaw pattern
in SST (Stocker and Johnsen 2003; Knutti et al. 2004),
although the simulated temperature anomalies around

FIG. 4. SST anomaly (K) and
wind stress anomaly (N m!2) gen-
erated by the shutdown of the
AMOC for the (top left) GFDL
CM2.1, (top middle) HadCM3,
(top right) MPIO-M1, (bottom
left) CCSM2, and (bottom right)
CCSM3. The red and blue lines
represent the annual mean "y # 0
lines in the control and waterhos-
ing experiments, respectively. Note
the asymmetric temperature scale.

FIG. 3. Time series of the maximum meridional streamfunction in the North Atlantic (Sv) for the five different models and the
waterhosing experiment (red) and the control experiment (blue). The initial states for the waterhosing experiments are obtained from
different stages of the respective control simulations.
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Fig 3 live 4/C Fig 4 live 4/C

AMOC Collapse and ENSO

seen in Fig. 1 for the 1-Sv experiment (rapid weakening
in the first 50 yr and gradual recovery after year 100), it
is interesting to note the associated evolution of ENSO
variance. The standard deviation of monthly Niño-3
SST index anomalies is 1.05°C for the first 50 yr and
1.12°C for the second 50 yr, corresponding to increases
of 25% and 45% relative to the control, and indicating
an increase in ENSO variance as the THC weakens.
The standard deviation for the second 100 yr is 0.96°C
(a 19% increase), compared to 1.1°C for the first 100 yr
(a 36% increase), suggesting that ENSO variance de-
clines as the THC recovers. Note that the North Atlan-

tic area mean (0°–70°N) cooling is !0.6°C weaker in
the second 100 yr by comparison with the first 100 yr.

Figure 7 also indicates that El Niño and La Niña
events in the control simulation have a similar magni-
tude and this is reflected by a skewness of 0.0 for the
Niño-3 SST index. This is in contrast with a skewness of
0.74 based on observations from 1903 to 2002 (Rayner
et al. 2003) and indicates that the skewness of the
Niño-3 SST index is not correctly simulated in the con-
trol simulation. However, with freshwater perturba-
tions, the skewness of the Niño-3 SST index becomes
positive and is 0.43 for the 1-Sv experiment, implying
that El Niño events become relatively stronger. The
changes in skewness indicate that the weakened THC
not only leads to stronger ENSO variability, but also
leads to asymmetry between El Niño and La Niña
events with warm events becoming stronger. This rela-
tionship is in agreement with observational studies,
which show that the asymmetry between El Niño and
La Niña was stronger in the last few decades when
ENSO amplitude was stronger (e.g., Jin et al. 2003; An
and Jin 2004).

One of the most important features of observed
ENSO events is the phase locking to the annual cycle.
Most observed ENSO events begin in northern spring
and peak from November to January. The annual cycle
of standard deviations of interannual variability of
Niño-3 SST is shown in Fig. 8a. The three model simu-
lations indicate the strongest variability occurring in the
northern winter, in agreement with observations (not
shown). However, the weakest interannual variability
occurs in summer, in contrast to the observed minimum
in northern spring. The standard deviation in all
months is higher in the two perturbation experiments
than in the control, indicating the enhanced SST vari-
ability due to the weakened THC. The similar seasonal
cycle suggests that the weakened THC hardly affects
the phase locking of ENSO. Figure 8b shows the Niño-3
SST anomaly power spectra. The control simulation
shows a dominant peak at 3.5 yr and a broad peak at
5–6 yr. This behavior is very similar to the power spec-
trum of observations (Guilyardi 2006). For the two per-
turbation experiments, the power spectra indicate en-
hanced power at 3–3.5 yr with reduced power at longer
time scales. This result hints that in HadCM3 ENSO
becomes more periodic due to the weakened THC;
however the changes are not statistically significant.

b. Enhanced ENSO asymmetry

In this section, we investigate the impact of the weak-
ened THC on the asymmetry between El Niño and La
Niña. Because the ENSO variance change in the 1-Sv
experiment is larger and this change is statistically sig-

FIG. 6. (a) Std dev of monthly SSTs in the control simulation,
and their changes relative to the control experiment, (b) 0.1 Sv "
control and (c) 1.0 Sv " control. The annual cycle has been re-
moved before computing the statistics. Shading in (b) and (c)
indicates significant changes at 95% confidence level using the
F-test.
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Dong and Sutton (2007): Std. dev. of 
monthly trop Pac SST in HadCM3 and 

the change after a substantial 
weakening of AMOC. 16

Timmermann et al. (2007): Changes in surface windstress 
and in PPT in response to an AMOC “collapse”. ITCZ 
shifts south and the annual cycle of SST weakens.
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AMV and ENSO
Preliminary results from an integration 
of the SPEEDY AGCM coupled to the 
Zebiak-Cane ENSO model and forced 
with a positive and negative 0.5 K SST 
anomaly in the tropical Atlantic

17

0.5 K
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Forced & Natural Variability 

18

Ting et al. (2009): Ratio of externally-forced to total variance of decadal surface 
temperature variability in CMIP3 models. Results are based on 6 model ensemble with  
≥ 4 realizations each. 

AMV
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AMV in the 20th Century 

19

Ting et al. (2009): CMIP3 models and S/N maximizing EOF analysis are used to linearly 
separated between the externally forced variability and the AMV. 
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Forces and Internal Variability

20

Fig. 2. The pattern of the expected response to climate forcing, obtained by maximizing
the ratio of variances between the forced and control simulations.

40

Fig. 1. The component that maximizes the average predictability time of sea surface tem-

perature in 14 climate models run with fixed forcing (i.e., “control runs”). The top panel

shows the spatial structure of the component. This component is called the Internal Multi-

decadal Pattern, or IMP. Ocean points with no shading indicate regions that were omitted

from the maximization (i.e., “masked out”) because of insufficient data in the corresponding

observational data set. The bottom panel shows the time series of this component in three

representative control runs.

39

DelSole et al. (2010): Use a multivariate analysis 
method with obs and AR4 models to separate 
internal decadal variations from the monotonic 
rise in observed annual-mean SST variability. 
Le(: the patterns; below: the time series.

Fig. 3. Generalized least squares estimates of the amplitude of the forced component (top)

and the IMP (bottom) when the forced component is determined from the forced-to-unforced

discriminant. The shading indicates twice the standard error (top) and the standard error

(bottom) of the estimates as estimated from standard regression theory plus a contribution

due to missing data. The blue curve in the upper panel indicates the ensemble mean time

series of the forced-to-unforced discriminant in the forced runs. The blue dashed lines in the

top panel indicate years of the three major volcanic eruptions after 1940, namely that of Mt.

Agung in 1961, El Chichon in 1982, and Mt. Pinatubo in 1991. The red curve in the bottom

panel shows the annual average Atlantic Multidecadal Oscillation Index after rescaling.
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AMV and Global Warming Trend

21
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Fig. 5. The spatially averaged sea surface temperature on the “well-observed grid” for
observations (green dots), as reconstructed by the sum of the forced component and IMP
(black dots), and as reconstructed by the forced component only (red dots). The amplitudes
are relative to the 1901-1950 mean amplitude. The best fit linear trends for the periods
1946-1977, 1977-2008, and 1946-2008 are shown as solid lines, with the trend for the last
period offset by -0.4K for clarity. The actual trend values are given in table 1.
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Del Sole et al. (2010): The spatially averaged sea surface temperature on the “well-observed 
grid” for observations (green dots), as reconstructed by the sum of the forced component 
and IMP (black dots), and as reconstructed by the forced component only (red dots). The 
amplitudes are relative to the 1901-1950 mean amplitude. The best fit linear trends for the 
periods 1946-1977, 1977-2008, and 1946-2008 are shown as solid lines, with the trend for 
the last period offset by -0.4K for clarity.
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Summary: AMOC-AMV

22

• AMOC variability leads to low-frequency changes in SST 
with a spatially coherent pattern (AMV), that is well 
simulated in forced and unforced coupled model: 
- The regions where the signal is large (and significant) are also 

strongly affected by high-frequency atmospheric forcing*.

- There is no agreement between models and observations regarding 
the time scale of the variability.

- The temporal relation AMOC-AMV is not uniform across models.

- All these detracts from the ability to use SST for monitoring AMOC 
change (though it is a good diagnostic tool).

* Recent studies show that such high-%equency perturbations can lead to rapid 
growth of multi-decadal AMOC perturbations
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Summary: AMV impact

23

• AMV affects climate in and around the Atlantic Basin:
- The impact of AMV is caused mainly by related changes in the north 

tropical Atlantic (NTA) SST.

- Within the Atlantic and the surrounding land masses, models 
(coupled and uncoupled) simulated the observed AMV impact quite 
well.

- There are discrepancies between models regarding the impacts 
outside the Basin, on Pacific climate and on the Indian summer 
monsoon, which should be addressed through further study. 

- In models, a substantial weakening of AMOC (negative AMV) leads 
to increased ENSO variance.

• Need to better quantify AMV related variability relative to 
other variations (e.g., ENSO, PDV, external forcing) for use 
in predictions and assessments.
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Summary: AMV and GW

24

• AMV strongly affects global short-term (decadal) trends:
- Global temperature trends over 10-30 years are affected by internal 

variability. 

- This impact is more readily discernible by examining the spatial 
pattern of the trend.

- To “remove” this trend from the global mean this spatial pattern 
needs to be considered and a model (numerical or statistical) of the 
free variability is needed (Ting et al., 2009; Campo and Sardeshmukh, 
2010; DelSole et al., 2010).
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