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FIG. 1. Schematic illustrations of the coupled ocean–atmosphere feedback processes in the Northern Hemisphere.
(a) On the basin scale, the storm track affected by the WBCs leads to anomalous rainfall patterns downstream.
(b) A zoom-in view over the black box in (a) illustrates cold and warm fronts within a low pressure system traversing
the semipermanent SST front. On the trailing edge of the cold front (purple), the cold/dry air mass over the warm
ocean water induces large diabatic heating of the storms, strengthening the storm. A similar process might occur over
the transient mesoscale eddies. The modified air mass ascends over the warm front, leading to deep cumulus clouds
and heavy precipitation. (c) A 2D view of the cross section in (b), where the cold front translates eastward over the
SST front. When the cold front is east of the SST front, the large air–sea temperature and humidity differences (purple)
cause the maximum upward turbulent heat flux, facilitating the diabatic frontogenesis. (d) A 2D view of the MABL
with the cross-frontal winds. For the warm-to-cold case, the warm air blowing over cold water downwind of the SST
front leads to a stable internal boundary layer with a capping inversion and a shallow clockwise secondary circulation.
Due to weaker vertical mixing, the surface wind slows down, reinforcing the initial wind shear. The weak wind over
cold SST yields a reduced surface drag. For the cold-to-warm case, MABL and internal boundary layers deepen
quickly, with the counterclockwise secondary circulation developing downstream. The increased turbulent mixing
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Local correlation between monthly SST and LHF is positive 
along narrow western-boundary currents and associated 
SST fronts in the extratropics, suggestive of oceanic thermo-
dynamic forcing on the atmosphere, but low-resolution 
CGCM fails to reproduce it (Small et al. 2019JC).

because of the higher availability of data in the 2002–12
period which could lead to the higher correlations seen
in the later period (see Fig. S8), as well as natural climate
variability.

4. Driving factors of latent heat flux variability

We now turn our attention to the relative roles of SST,
wind, and low-level atmosphere thermodynamic state
(humidity) in driving the LHF variability using the two
methods described in section 2d. Monthly anomalies are

analyzed. The focus is on the observed product J-OFURO3
and the high-resolution model CESM-HR: CESM-LR
is not considered in this section as we already know its
LHF variability is too much affected by atmosphere
processes, especially in, but not limited to, the WBC
regions (section 3).

a. Method 1: Partial regression technique

The partial regression and correlation method (sec-
tion 2d) is employed to deal with interactions between
forcing variables, such as those evidenced in Fig. S4.

FIG. 3. Correlation between monthly anomalies of latent heat flux and SST from
(a) J-OFURO3, (b) CESM-HR, and (c) CESM-LR.
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Surface wind and pressure response to SST front
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Vertical mixing 
(Wallace et al. 1989; Hayes et al. 1989)

Warm SST destabilizes MABL
à enhanced downward transport of 

wind momentum by turbulence
à surface airflow accelerated in  

crossing from cool to warm SST
height

low SST higher SST

wind velocity

SST 
front

DivComprehensive analysis by 
Schneider & Qiu (2015JAS) and 
Kilpatrick et al. (2014JC, 2016JAS)

#

SHF

WBC

Chelton et al. (2004)

Div

surface wind response to 
a meandering SST front
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surface wind response to 
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Pressure adjustment
(Lindzen & Nigam 1987)

Warm SST heats MABL
à lowered SLP induces surface wind 

convergence and ascent aloft
# effective for cool airflow parallel to the front
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Surface conv./div. in KOE under the enhanced winter monsoon

C2

composited SHF+LHF, surface wind

contour: SST gradient (0.5, 1., … K/100km)

C2

vertical 
mixing

composited surface wind Div./Conv.

C2

SLP (every 1hPa)

composited convective precip.

divergence along the Oyashio front
The monsoonal northwesterlies 
undergo acceleration in crossing the 
front into the warmer water due to 
enhanced downward wind momentum 
transport by turbulence

Masunaga et al. (2020a JC)
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convergence along the KE (Kuroshio Extension)
1. The monsoonal airflow is more or less parallel to the KE front 

and undergoes warming due to enhanced heat release from 
the warm KE. 

2. The effective pressure adjustment mechanism leads to 
surface conv. and ascent, which is reinforced by shallow 
convective precipitation organized along the KE front.

3. These processes are associated with atmospheric 
frontogenesis anchored by the KE front.

latent heating
pressure 

adjustment

&
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Time-mean influence of GS front on the boundary layer and free troposphere
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∇2SLP

(10-9Pa/m2) trough ridge 

(satellite)

Minobe et al. (2008 Nature), 
Kuwano-Yoshida et al

(10-6s-1)

GS

surface wind conv. along GS 

conv. div. 

(with climatological rainband)
Pressure adjustment

(Lindzen & Nigam 1987)Warm SST heats MABL
àLowered SLP induces surface wind convergence and ascent 

aloft as boundary-layer response
à favorable for organizing convective precipitation systems as 

free-tropospheric response
àDiabatic heating reinforces ascent and surface convergence; 

also can influence storm activity and large-scale circulation 

MABL 
top

warm SSTcool SST
LH

height

SST 
front

ConvDiv

WBC

SHF+LHF

O’Neill et al. (2017 JAS)
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Role of transient eddies in shaping mean surface conv./div.  
annual-mean climatology (satellite)

• Climatological surface convergence and ascent as well as precipitation band along the GS cannot 
be interpreted without considering contributions of transient disturbances, i.e., cyclones and fronts
(Parfitt & Czaja 2016QJ; O’Neill et al. 2017JAS; Plougonven et al. 2018; Rousseau et al. 2021JC)

• Frontal SST gradient associated with the GS is favorable for atmospheric fronts to be enhanced or 
stagnated (Parfitt et al. 2015, 2017GRL; Masunaga et al. 2020b JC;  c.f., Reeder et al. 2021JAS)

H. Nakamura (RCAST, U-Tokyo)

Cluster #2 for moderate surface convergence 
(red) events (Masunaga et al. 2020b JC)

Satellite image (snapshot) O’Neil et al. (2017 JAS)

• Enhanced heat and moisture supply from the GS behind a cyclone and main cold front are important  
(Vanniere et al. 2017QJ; Masunaga et al. 2020b JC) 

(

parallel with the SST front, which are favorable for the
pressure adjustment mechanism (e.g., Kilpatrick et al.
2016; Schneider and Qiu 2015). Although the results
above suggest that the anchoring of atmospheric fronts
can occur also along the ARC, influence from the SST
front on daily-scale events seems to be substantially
weaker, as inferred from the weaker climatological-
mean wind convergence (Fig. 1). Indeed, detection fre-
quency of atmospheric fronts along the ARC is smaller
and their duration is shorter (Fig. 5).

Masunaga et al. (2020) have suggested that persistent
shallow convections can be responsible for the anchor-
ing of atmospheric fronts along SST fronts and for the
warming of MABL, both of which lead to persistent
wind convergence. Thus, the weaker imprints of the
ARC are consistent with the weaker convective heating
than along the GS in climatology (Fig. 15) and cluster
composites (not shown), despite local maxima along the
ARC. The weaker convective heating is probably due to

the cooler SST near the ARC (typically by 28C). Minobe
et al. (2010), for example, argued that atmospheric
convection near the GS is weaker in winter than in
summer because of the seasonally cooler SST. They
also speculated that convection in the ARC region
would be weak throughout the year because of cooler
SST. Indeed, the turbulent heat fluxes composited for
the individual clusters tend to be substantially greater
over the GS than over the ARC (not shown). Likewise,
the horizontal gradients in the composited heat fluxes
are more than 60% stronger along the GS front, as
consistent with the steeper SST gradients, and thus the
‘‘thermal damping and strengthening’’ mechanism
(Parfitt and Seo 2018) can be more effective.

Kuwano-Yoshida et al. (2010) argued that atmo-
spheric convection tends to be persistent along the warm
GS, where high convective available potential energy
(CAPE) is sustained during convection events. In fact,
CAPE along the GS (Fig. 15c) is climatologically higher

FIG. 6. Composites of surface wind convergence in January (shaded as indicated at the bottom) and SLP (contoured every 2 hPa)
constructed with time steps that exhibit surface wind convergence of 0.76–3.87 3 1025 s21 at 39.598N, 56.258W (cross marks) based on
JRA-55CHS for the period 1985–2012. These events (1032 samples in total) are classified into six clusters (labeled as C1–C6) by
applying the K-means clustering method for SLP within the boxes indicated with thin black lines. Hatching is applied where the
composited surface wind convergence is locally significant at the 98% confidence level estimated by one-sided bootstrap test with
repeating bootstrap sampling 1000 times. Thick gray contours indicate the corresponding climatology of surface wind convergence
(every 0.3 3 1025 s21; zero contours are omitted). Green lines indicate the axes of SST fronts, at which composited SST gradients are
locally maximized.
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SST front

Hoskins & Valdes (1990)Warm western boundary current maintaining surface westerlies

moisture supply storm development feedback forcing
planetary waves and jets

Minobe et al. (2008)
O’Reilly et al. (2017)

oceanic (SST) front
maintaining surface 
baroclinicity via SHF

anchoring 
stormtrack

Nakamura et al. (2004, 2008)
Hotta & Nakamura (2011)
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Stormtracks and eddy-driven surface westerlies along oceanic frontal zones 
in the wintertime Northern Hemisphere

Nakamura et al. (2004, AGU Geophys. Monogr.)
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(Hawcroft et al. 2012; Kaspi and Schneider 2013). Nakamura
and Shimpo (2004) and Nakamura et al. (2004) further argued
that SST gradients directly influence low-level air tempera-
ture gradients via cross-frontal gradients in sensible heat
flux (Nakayama et al. 2021). The baroclinicity is measured
as the atmospheric maximum Eady growth rate (Charney
1947; Eady 1949; Lindzen and Farrell 1980), such that stron-
ger low-tropospheric baroclinicity is associated with weaker
static stability and a stronger meridional air temperature
gradient (see the caption of Fig. 4). Both conditions are ob-
served over WBCs. Hence, the anchoring effect by cross-frontal
differential heat supply from the ocean is consistent with the
formation of a storm track over the WBC SST fronts (Nonaka
et al. 2009; Hotta and Nakamura 2011), while diabatic heating
over the warm portion of the WBC SST fronts to the warm and
cold sectors of the cyclones supports the growth of transient bar-
oclinic waves (Booth et al. 2012; Willison et al. 2013; Hirata and
Nonaka 2021; Figs. 1b,c).

A standard method to diagnose the SST forcing mecha-
nism of the storm track is to run a pair of AGCM simula-
tions, one using observed SSTs (CONTROL), and another
using a spatially smoothed SST field with weaker gradients
(SMOOTH), which also alters absolute SST ( F5Fig. 5). Alter-
natively, AGCMs are forced by shifting the latitude of the
SST fronts or filtering mesoscale eddy SSTs (Seo et al. 2017).
Such AGCM simulations indicate a strengthening of the storm
track near the Kuroshio–Oyashio Extension (KOE) (Kuwano-
Yoshida and Minobe 2017) and the Gulf Stream (O’Reilly
et al. 2017) in CONTROL near the climatological maximum
cyclogenesis (Fig. 5). Altered storm activity over the WBC re-
gions influences the intensity of the coastal storms, and,
thereby, inland weather near the Kuroshio (Nakamura et al.
2012; Hayasaki et al. 2013; Sugimoto et al. 2021), the Gulf
Stream (Infanti and Kirtman 2019; Hirata et al. 2019; Liu et al.
2020), and the Agulhas Current (Singleton and Reason 2006;
Nkwinkwa Njouodo et al. 2018).

FIG. 5. (a)–(c) January observed SST, its difference (CONTROL2 SMOOTH), and the difference (CONTROL2
SMOOTH) in storm tracks over the North Pacific Ocean. The thin black contours show y′T′ from the CONTROL
case. Thick contours denote the 95% confidence level. (d)–(f) As in (a)–(c), but for over the North Atlantic. Black
contours in (f) denote atmospheric Eady growth rate at 775 hPa. The dashed and solid blue contours indicate signifi-
cant differences at the 10% and 5% levels, respectively. Figures adapted from Kuwano-Yoshida and Minobe (2017)
and O’Reilly et al. (2016, 2017). The figure needs permission to reproduce.
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1549The influence of the Gulf Stream on wintertime European blocking

1 3

the magnitude of the difference is saved. The process is 
repeated 1000 times to assess the probability that the differ-
ence between the two composites could occur at random.

Anomalous fields in Sect. 3 are defined at each grid 
point by removing a seasonal cycle calculated from the first 
three Fourier harmonics. Since the seasonal cycle for storm 
track variables (e.g. eddy kinetic energy and meridional 
eddy heat transport) are less well defined, the anomalous 
fields for the composite analysis in Sect. 4 are calculated by 
simply removing the wintertime (i.e. DJF) climatologies.

3  Influence on blocking frequency and cold spells

3.1  Blocking frequency and surface temperature

Figure 2 shows the wintertime (i.e. DJF) climatologies of 
Z (500 hPa) and T (2 m), two pertinent fields that we will 
be analysed in this section. The climatological Z (500 hPa) 
fields in the NCEP-CFSR, CONTROL and SMOOTH com-
pare favourably. The difference (defined as CONTROL 
minus SMOOTH) between the AGCM experiments is fairly 
modest, with increased midlatitude ridging over Europe 
and the Eastern Pacific. The T (2 m) fields are also all quite 
similar, with the largest differences over the Gulf Stream, 
where the SST field is smoothed. There are no large dif-
ferences in the mean temperature over mainland Europe 
but CONTROL exhibits slightly warmer mean surface 

temperatures over Scandanavia and the west coast of North 
America, consistent with the increase in the mean ridges 
observed in the Z (500 hPa) fields.

Figure 3 shows the wintertime blocking frequencies 
calculated from NCEP-CFSR, CONTROL and SMOOTH 
data. The CONTROL simulation underestimates blocking 
frequency at all longitudes compared to NCEP-CFSR but 
the shape of the distribution is well captured, with the peak 
approximately collocated at about 15°E. The SMOOTH 
simulation further underestimates blocking frequency, par-
ticularly over Europe, has a flatter distribution and peaks 

Fig. 2  Wintertime (DJF) climatologies for the geopotential height, Z, 
at 500 hPa (left column) and the temperature, T, at 2 m (right col-
umn) in the NCEP-CFSRdataset. a, b The difference between the cli-
matological fields in the AGCM experiments (defined as CONTROL 

minus SMOOTH). The thick grey and black contours indicate regions 
where the difference between the two experiments is greater that 90 
and 95 %, respectively (according to a Monte Carlo resampling of the 
two datasets, as described in Sect. 2.4)

Fig. 3  The wintertime (DJF) blocking frequencies in the NCEP-
CFSR (black), CONTROL (blue) and SMOOTH (red). The grey 
shaded region indicates where the difference is significant at the 10 % 
significance level

�
(Hawcroft et al. 2012; Kaspi and Schneider 2013). Nakamura
and Shimpo (2004) and Nakamura et al. (2004) further argued
that SST gradients directly influence low-level air tempera-
ture gradients via cross-frontal gradients in sensible heat
flux (Nakayama et al. 2021). The baroclinicity is measured
as the atmospheric maximum Eady growth rate (Charney
1947; Eady 1949; Lindzen and Farrell 1980), such that stron-
ger low-tropospheric baroclinicity is associated with weaker
static stability and a stronger meridional air temperature
gradient (see the caption of Fig. 4). Both conditions are ob-
served over WBCs. Hence, the anchoring effect by cross-frontal
differential heat supply from the ocean is consistent with the
formation of a storm track over the WBC SST fronts (Nonaka
et al. 2009; Hotta and Nakamura 2011), while diabatic heating
over the warm portion of the WBC SST fronts to the warm and
cold sectors of the cyclones supports the growth of transient bar-
oclinic waves (Booth et al. 2012; Willison et al. 2013; Hirata and
Nonaka 2021; Figs. 1b,c).

A standard method to diagnose the SST forcing mecha-
nism of the storm track is to run a pair of AGCM simula-
tions, one using observed SSTs (CONTROL), and another
using a spatially smoothed SST field with weaker gradients
(SMOOTH), which also alters absolute SST ( F5Fig. 5). Alter-
natively, AGCMs are forced by shifting the latitude of the
SST fronts or filtering mesoscale eddy SSTs (Seo et al. 2017).
Such AGCM simulations indicate a strengthening of the storm
track near the Kuroshio–Oyashio Extension (KOE) (Kuwano-
Yoshida and Minobe 2017) and the Gulf Stream (O’Reilly
et al. 2017) in CONTROL near the climatological maximum
cyclogenesis (Fig. 5). Altered storm activity over the WBC re-
gions influences the intensity of the coastal storms, and,
thereby, inland weather near the Kuroshio (Nakamura et al.
2012; Hayasaki et al. 2013; Sugimoto et al. 2021), the Gulf
Stream (Infanti and Kirtman 2019; Hirata et al. 2019; Liu et al.
2020), and the Agulhas Current (Singleton and Reason 2006;
Nkwinkwa Njouodo et al. 2018).

FIG. 5. (a)–(c) January observed SST, its difference (CONTROL2 SMOOTH), and the difference (CONTROL2
SMOOTH) in storm tracks over the North Pacific Ocean. The thin black contours show y′T′ from the CONTROL
case. Thick contours denote the 95% confidence level. (d)–(f) As in (a)–(c), but for over the North Atlantic. Black
contours in (f) denote atmospheric Eady growth rate at 775 hPa. The dashed and solid blue contours indicate signifi-
cant differences at the 10% and 5% levels, respectively. Figures adapted from Kuwano-Yoshida and Minobe (2017)
and O’Reilly et al. (2016, 2017). The figure needs permission to reproduce.
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the magnitude of the difference is saved. The process is 
repeated 1000 times to assess the probability that the differ-
ence between the two composites could occur at random.

Anomalous fields in Sect. 3 are defined at each grid 
point by removing a seasonal cycle calculated from the first 
three Fourier harmonics. Since the seasonal cycle for storm 
track variables (e.g. eddy kinetic energy and meridional 
eddy heat transport) are less well defined, the anomalous 
fields for the composite analysis in Sect. 4 are calculated by 
simply removing the wintertime (i.e. DJF) climatologies.

3  Influence on blocking frequency and cold spells

3.1  Blocking frequency and surface temperature

Figure 2 shows the wintertime (i.e. DJF) climatologies of 
Z (500 hPa) and T (2 m), two pertinent fields that we will 
be analysed in this section. The climatological Z (500 hPa) 
fields in the NCEP-CFSR, CONTROL and SMOOTH com-
pare favourably. The difference (defined as CONTROL 
minus SMOOTH) between the AGCM experiments is fairly 
modest, with increased midlatitude ridging over Europe 
and the Eastern Pacific. The T (2 m) fields are also all quite 
similar, with the largest differences over the Gulf Stream, 
where the SST field is smoothed. There are no large dif-
ferences in the mean temperature over mainland Europe 
but CONTROL exhibits slightly warmer mean surface 

temperatures over Scandanavia and the west coast of North 
America, consistent with the increase in the mean ridges 
observed in the Z (500 hPa) fields.

Figure 3 shows the wintertime blocking frequencies 
calculated from NCEP-CFSR, CONTROL and SMOOTH 
data. The CONTROL simulation underestimates blocking 
frequency at all longitudes compared to NCEP-CFSR but 
the shape of the distribution is well captured, with the peak 
approximately collocated at about 15°E. The SMOOTH 
simulation further underestimates blocking frequency, par-
ticularly over Europe, has a flatter distribution and peaks 

Fig. 2  Wintertime (DJF) climatologies for the geopotential height, Z, 
at 500 hPa (left column) and the temperature, T, at 2 m (right col-
umn) in the NCEP-CFSRdataset. a, b The difference between the cli-
matological fields in the AGCM experiments (defined as CONTROL 

minus SMOOTH). The thick grey and black contours indicate regions 
where the difference between the two experiments is greater that 90 
and 95 %, respectively (according to a Monte Carlo resampling of the 
two datasets, as described in Sect. 2.4)

Fig. 3  The wintertime (DJF) blocking frequencies in the NCEP-
CFSR (black), CONTROL (blue) and SMOOTH (red). The grey 
shaded region indicates where the difference is significant at the 10 % 
significance level
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Figure 3. (a) Climatological PDFs of the wintertime eddy-driven jet latitude in NCEP-CFSR, CONTROL and SMOOTH. (b) Difference between the PDFs in (a) for
the two experiments (i.e. CONTROL minus SMOOTH), where the light and dark grey shading indicates where the difference is significant at the 10 and 5% levels
respectively.
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Figure 4. (a) Climatological PDFs of the 10 day low-pass-filtered index of meridional eddy heat flux (i.e. v′T ′
850hPa), averaged over the Gulf Stream region (shown in

Figure 2), in NCEP-CFSR, CONTROL and SMOOTH. (b) Difference between the PDFs in (a) for the two experiments (i.e. CONTROL minus SMOOTH), where the
light and dark grey shading indicates where the difference is significant at the 10 and 5% levels respectively. The crosses in (a) indicate the value of the upper tercile
threshold in each dataset.

frequently than in the NCEP-CFSR†. The central jet position in
CONTROL also occurs more frequently than in the NCEP-CFSR,
however the frequency of the northern jet position is very well
captured. A notable feature of CONTROL is that the northern
and central jet peaks are more distinct than in NCEP-CFSR. The
jet in SMOOTH occurs more frequently at the southern and
central jet locations than in NCEP-CFSR and CONTROL. As
such, the tri-modal jet distribution seen in the NCEP-CFSR and
CONTROL is weakened in SMOOTH. However, the northern
eddy-driven jet position in SMOOTH does closely correspond to
the northern jet location in both NCEP-CFSR and CONTROL,
albeit about 25% less frequently. The difference between the jet
latitude distributions in CONTROL and SMOOTH is shown
in Figure 3(b). As already highlighted, the northern jet occurs
significantly more frequently in CONTROL than in SMOOTH,
indicating that the more poleward location of the climatological
eddy-driven jet in the CONTROL experiment (i.e. Figure 1) is due
to a more frequent northern jet position rather than, for example,
a northward shift of the entire distribution of eddy-driven jet
latitude.

†Not many models have been able to capture the trimodal distribution, for
example none of the CMIP5 control simulations demonstrate the trimodal
structure adequately (Anstey et al., 2013), however some more recent models
have been shown to improve the distribution (Williams et al., 2015).

To understand the role of the storm track activity in the
variability of the eddy-driven jet latitude, we first consider the
variability of the storm track activity. Based on maps of the mean
meridional eddy heat transport, shown in Figure 2, it seems
plausible that the increase in frequency of northern jet occurrence
may be as a result of the increased upstream storm track activity,
consistent with the findings of Novak et al. (2015). To test this,
we follow the method of Novak et al. (2015) and use a 10-day
low-pass filtered index (using a Lanczos filter, as before) of the
meridional eddy heat transport at 850 hPa between 35 and 50◦N,
70 and 40◦W, as shown on the climatological maps in Figure 2.

Figure 4(a) shows the distributions of the meridional eddy heat
transport over the Gulf Stream region in NCEP-CFSR, CONTROL
and SMOOTH and Figure 4(b) shows the difference between
the AGCM experiments. Comparing the three distributions in
Figure 4(a), it is immediately apparent that the peak in the
distribution of SMOOTH is found at lower values than in
CONTROL and NCEP-CFSR. Analysing the difference between
CONTROL and SMOOTH distributions, it is clear that the
CONTROL simulation has a significantly longer tail, reflecting
occurrences of very high meridional eddy heat transport in the
CONTROL simulation. This is important because the skewed
distribution indicates that the Gulf Stream SST gradient is not
only responsible for a stronger mean storm track intensity but
also for periods of extremely high heat flux that are essentially
non-existent in its absence.

c© 2016 The Authors. Quarterly Journal of the Royal Meteorological Society
published by John Wiley & Sons Ltd on behalf of the Royal Meteorological Society.

Q. J. R. Meteorol. Soc. 143: 173–183 (2017)
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Storm-track and large-scale circulation response to SST front along the GS 

O’Reilly et al. (2016CD; 2017QJ)

Storm-track response
Climatological response of 500-hPa height 
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• SST front along the GS climatologically 
enhances storm-track activity.

• Energized transient eddies maintain eddy-
driven North Atlantic jet via momentum flux 
convergence, to increase likelihood of its 
northeastward deflection as in positive NAO.

Blocking frequency

• Enhanced storm-track activity also maintains a planetary-wave pressure ridge over Europe, leading to 
significant increase in blocking-high formation closer to its observed frequency.

è Realistic GS representation in high-resolution climate models leads to better reproduction of atmospheric 
mean state and variability, as confirmed by PRIMAVREA/HighResMIP project (Athanasiadis et al. 2022JC).

probability of 300-hPa westerly jet axis

significant increase

latitude longitude
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Storm-track and large-scale circulation response to western Pacific SST front 
• As in the North Atlantic, AGCM simulations extract impact of frontal SST gradient in the KOE region on 

storm-track activity and westerlies (Kuwano-Yoshida & Minobe 2017JC; Omrani et al. 2019SRep.)
• KOE SST front climatologically enhances storm-track activity in winter, and energized transient eddies act 

to reinforce the eddy-driven jet through momentum flux convergence and increase likelihood of its 
northeastward deflection downstream.

50km AGCM simulations by Kuwano-
Yoshida & Minobe (2017JC)

�
(Hawcroft et al. 2012; Kaspi and Schneider 2013). Nakamura
and Shimpo (2004) and Nakamura et al. (2004) further argued
that SST gradients directly influence low-level air tempera-
ture gradients via cross-frontal gradients in sensible heat
flux (Nakayama et al. 2021). The baroclinicity is measured
as the atmospheric maximum Eady growth rate (Charney
1947; Eady 1949; Lindzen and Farrell 1980), such that stron-
ger low-tropospheric baroclinicity is associated with weaker
static stability and a stronger meridional air temperature
gradient (see the caption of Fig. 4). Both conditions are ob-
served over WBCs. Hence, the anchoring effect by cross-frontal
differential heat supply from the ocean is consistent with the
formation of a storm track over the WBC SST fronts (Nonaka
et al. 2009; Hotta and Nakamura 2011), while diabatic heating
over the warm portion of the WBC SST fronts to the warm and
cold sectors of the cyclones supports the growth of transient bar-
oclinic waves (Booth et al. 2012; Willison et al. 2013; Hirata and
Nonaka 2021; Figs. 1b,c).

A standard method to diagnose the SST forcing mecha-
nism of the storm track is to run a pair of AGCM simula-
tions, one using observed SSTs (CONTROL), and another
using a spatially smoothed SST field with weaker gradients
(SMOOTH), which also alters absolute SST ( F5Fig. 5). Alter-
natively, AGCMs are forced by shifting the latitude of the
SST fronts or filtering mesoscale eddy SSTs (Seo et al. 2017).
Such AGCM simulations indicate a strengthening of the storm
track near the Kuroshio–Oyashio Extension (KOE) (Kuwano-
Yoshida and Minobe 2017) and the Gulf Stream (O’Reilly
et al. 2017) in CONTROL near the climatological maximum
cyclogenesis (Fig. 5). Altered storm activity over the WBC re-
gions influences the intensity of the coastal storms, and,
thereby, inland weather near the Kuroshio (Nakamura et al.
2012; Hayasaki et al. 2013; Sugimoto et al. 2021), the Gulf
Stream (Infanti and Kirtman 2019; Hirata et al. 2019; Liu et al.
2020), and the Agulhas Current (Singleton and Reason 2006;
Nkwinkwa Njouodo et al. 2018).

FIG. 5. (a)–(c) January observed SST, its difference (CONTROL2 SMOOTH), and the difference (CONTROL2
SMOOTH) in storm tracks over the North Pacific Ocean. The thin black contours show y′T′ from the CONTROL
case. Thick contours denote the 95% confidence level. (d)–(f) As in (a)–(c), but for over the North Atlantic. Black
contours in (f) denote atmospheric Eady growth rate at 775 hPa. The dashed and solid blue contours indicate signifi-
cant differences at the 10% and 5% levels, respectively. Figures adapted from Kuwano-Yoshida and Minobe (2017)
and O’Reilly et al. (2016, 2017). The figure needs permission to reproduce.
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SST front 

850hPa poleward eddy heat flux 
(contour) and its response (color)
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idealized AGCM-studies show that organization of those eddies into storm-tracks is in!uenced by the SST-fronts 
along the OWBCs10–12. "is in!uence is understandable from linear wave-theory26,27, which suggests that cyclones 
and anticyclones recurrently develop where the sharp gradient of near-surface air-temperature is maintained28. 
"is temperature gradient is directly linked to the SST fronts through turbulent heat !uxes at the ocean surface29.

"e aim here is (i) to identify the joint impact of the north Atlantic and Paci#c OWBCs on the hemispheric- 
scale circulation in both troposphere and stratosphere using semi-idealized model experiments and (ii) to clarify 
the implications for the Northern Hemisphere climate, including energy budget and climate variability. We focus 
on the features of large-scale circulation that can be largely simulated with stratospheric-resolving IPCC-class 
models: i.e., the mid-latitude tropospheric eddy-driven jets, stratospheric polar vortex, and associated dynamics 
and variability. By considering the climatological SST and continents, this work can be seen as an extension of the 
previous highly idealized aqua-planet studies and the studies with idealized continents10–14.

Unlike its Southern Hemisphere counterpart, the impact of Northern Hemisphere OWBCs on the atmosphere 
tends to be masked by the corresponding impacts of land-sea thermal contrasts and large–scale orography8,30; thus 
it is di$cult to isolate the OWBC-impacts through conventional AGCM-experiments or observational analysis. 
We therefore utilize several sets of semi-idealized AGCM-experiments similar to10–12, but under more realistic 
Northern Hemisphere conditions using the Hamburg stratosphere resolving AGCM MAECHAM531 (Method).

Results
Impact on the planetary-scale troposphere-stratosphere coupled circulation. In order to assess 
the combined impact of the North Paci#c and Atlantic OWBCs, we conducted a set of two experiments. "e 
#rst experiment (BCF-experiment, Method) is conducted using observed climatological SSTs with observed 
extra-tropical SST-fronts32 only in the North Atlantic and Paci#c (Fig. 1b). In order to isolate the capability of the 
Northern Hemisphere OWBCs in reproducing the planetary-scale circulation in the BCF-experiment from other 
important factors,

we removed the tropical SST-asymmetry, the impact of the sea-ice and the mid-latitude SST-front in the 
Southern Hemisphere (Method, SFig. 1c). In the second experiment (NF-experiment), the mid-latitude 
SST-fronts over the Atlantic and Paci#c basins are also removed (Fig. 1a, Method). "e Northern extra-tropical 
SST-fronts, which represent the regions of highest meridional SST-gradient, form in general as a con!uence of 
cool OWBCs of subpolar gyres (East Greenland/Labrador Currents in the Atlantic and the Oyashio Current in 
the Paci#c that transport cool water southward) with warm OWBCs of subtropical gyres (Gulf Stream in the 
Atlantic and Kuroshio Current in the Paci#c that transport warm tropical water northward). "e removal of the 
SST-fronts can thus be interpreted as reduction of the thermal con!uence that results in cooling (warming) along 
the OWBCs of subtropical (subpolar) gyres (SFig. 1b).

"e BCF-experiment is able to reproduce the key features of the large-scale atmospheric circulation seen 
in the reanalysis, including storm-tracks, tropospheric eddy driven jets, the stratospheric polar night jet and 
the propagation of synoptic waves patterns (SFigs 2–4). "ere are however some discrepancies with respect to 
observations, for example the low-level jet maximum is shi&ed eastward and somewhat stronger than in the 
NCEP-reanalysis (SFig. 3). "ese are partly related to the semi-idealized surface boundary conditions. For exam-
ple, the consideration of the tropical SST-asymmetry (Methode, SFigs 2–4) in an additional experiment (BCF_
Tro-Experiment), can shi& the position of Paci#c surface jet and its magnitude more towards the surface jet in 
the NCEP-reanalysis. Most of the common large-scale atmospheric features shared by the BCF_Trop-Experiment 

Figure 1. SST-forcing: January SST and its meridional gradients are plotted for (a) non-front (NF)-experiment 
and (b) both (Atlantic and Paci#c) climatological SST fronts (BCF) experiment (Method).

SST (contour) and its 
gradient (red: SST 
front)

high-top AGCM simulations by Omrani et al. (2019 S.Rep.)

• Tropospheric response to N. Pacific SST front enhances 
upward propagation of planetary waves, acting to weaken the 
polar-night jet and cold polar vortex in the Arctic stratosphere 
(Omrani et al. 2019SRep.). 

www.nature.com/scientificreports/
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Currents are important in shaping both the stratospheric and the tropospheric hemisphere-scale circulation 
and its leading mode of variability. In the troposphere, both Atlantic and Paci!c OWBCs maintain the strong 
westerly Northern Hemisphere eddy-driven polar-front-jets through turbulent heat release with a response 
projecting on the NAM. "is heat release restores and thus maintains the near-surface baroclinicity e#ciently 
against the eddy-induced atmospheric heat transport. "is restoration, in turn, is necessary for recurrent storm 
development and thereby the formation of storm-tracks and the maintenance of the strong westerly eddy-driven 
polar-front-jets over both the Atlantic and Pacific basins. Both local response and circumpolar inter-basin 
teleconnection are important for the quasi-annular structure of the westerly eddy-driven jet response to the 
Atlantic and Paci!c OWBCs. In the stratosphere, a weaker and warmer polar vortex is attributable mainly to 
enhanced upward planetary-wave propagation in the presence of the Paci!c OWBCs. Regarding the atmos-
pheric variability, the North Paci!c and Atlantic OWBCs act to enhance the annular structure of the NAM in 
the stratosphere/troposphere-coupled system and signi!cantly increase the NAM-impact on surface climate. 
"e NAM- or NAO-like tropospheric response and the maintenance of the stratosphere/troposphere-coupled 
circulation by OWBCs can also be simulated using zonally symmetric SST-fronts analogous to10–12 (SFig. 1, 
Method, SFig. 10). Such signi!cant NAM- or NAO-like response can in turn feedback on the ocean, through 
changes in wind-driven Northern Hemisphere oceanic gyres1–3 and Atlantic thermohaline circulation20. In this 

Figure 5. "e atmospheric response to North Atlantic and Paci!c OWBCs individually: (a,b) are similar to 
Fig. 3c but for the contribution from (a) the Atlantic (ACF-NF) and (b) Paci!c (PCF-NF) SST fronts to the 
overall tropospheric response (BCF-NF) in Fig. 3c. (c,d) are identical to Fig. 2d but for the contributions of the 
Atlantic (ACF-NF) and Paci!c (PCF-NF) to the overall (BCF-NF) stratospheric response in Fig. 2d.

Response of 250hPa westerlies 
(red: enhanced) and storm-track 
activity (E-vectors) to Pacific 
SST front
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Currents are important in shaping both the stratospheric and the tropospheric hemisphere-scale circulation 
and its leading mode of variability. In the troposphere, both Atlantic and Paci!c OWBCs maintain the strong 
westerly Northern Hemisphere eddy-driven polar-front-jets through turbulent heat release with a response 
projecting on the NAM. "is heat release restores and thus maintains the near-surface baroclinicity e#ciently 
against the eddy-induced atmospheric heat transport. "is restoration, in turn, is necessary for recurrent storm 
development and thereby the formation of storm-tracks and the maintenance of the strong westerly eddy-driven 
polar-front-jets over both the Atlantic and Pacific basins. Both local response and circumpolar inter-basin 
teleconnection are important for the quasi-annular structure of the westerly eddy-driven jet response to the 
Atlantic and Paci!c OWBCs. In the stratosphere, a weaker and warmer polar vortex is attributable mainly to 
enhanced upward planetary-wave propagation in the presence of the Paci!c OWBCs. Regarding the atmos-
pheric variability, the North Paci!c and Atlantic OWBCs act to enhance the annular structure of the NAM in 
the stratosphere/troposphere-coupled system and signi!cantly increase the NAM-impact on surface climate. 
"e NAM- or NAO-like tropospheric response and the maintenance of the stratosphere/troposphere-coupled 
circulation by OWBCs can also be simulated using zonally symmetric SST-fronts analogous to10–12 (SFig. 1, 
Method, SFig. 10). Such signi!cant NAM- or NAO-like response can in turn feedback on the ocean, through 
changes in wind-driven Northern Hemisphere oceanic gyres1–3 and Atlantic thermohaline circulation20. In this 

Figure 5. "e atmospheric response to North Atlantic and Paci!c OWBCs individually: (a,b) are similar to 
Fig. 3c but for the contribution from (a) the Atlantic (ACF-NF) and (b) Paci!c (PCF-NF) SST fronts to the 
overall tropospheric response (BCF-NF) in Fig. 3c. (c,d) are identical to Fig. 2d but for the contributions of the 
Atlantic (ACF-NF) and Paci!c (PCF-NF) to the overall (BCF-NF) stratospheric response in Fig. 2d.

Response of 50hPa 
westerlies (blue: weakened) 
to Pacific SST front
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300-hPa EKE 
(contour, m2/s2)
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Storm-track and large-scale circulation response to SH SST fronts 
• Compared to its NH counterpart, midlatitude SST front is more zonally extended over SH, with its core 

region along the Agulhas Return Current in the S. Indian Ocean, collocated with the storm-track core and 
rainband (Nakamura & Shimpo 2004JC, Nakamura et al. 2008GRL). 

• AGCM simulations suggest that the SST front acts to enhance storm-track activity and thereby maintain 
deep eddy-driven westerly jet around 50ºS, making the southern ocean stormy (Nakamura et al. 
2008GRL;.Miyamoto et al. 2022JC). 

• AGCM simulations also suggest that the SST front may be essential for reproducing SAM, wobbling of 
the eddy-driven jet (Nakamura et al. 2008GRL; Sampe et al. 2010JC; Ogawa et al. 2015GRL, 2016JC) 
as well as BAM, hemispheric pulsing of storm-track activity (Nakayama  et al. 2021, 2023JC).

• Ocean-atmosphere coupling may be important for BAM periodicity (Xue et al. 2021JGR) as well as for 
future poleward shift of summertime SH storm-track (Chemke 2022 NatureCom).

Nakamura et al. (2008GRL) Nakayama et al. (2023JC)

Climatological summertime SH storm-track activity and SST front axis 
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Regression/correlation analysis 
by Taguchi et al. (2012JC)

consistent with the observational and modeling studies
(Peng and Whitaker 1999; Liu et al. 2007; Gan and Wu
2012; Taguchi et al. 2012) that showed that the North
Pacific SST feedback to the atmosphere is dominated by
the early-winter atmospheric response, and that the re-
sponse differs in late winter.

When the KE is in a stable state (positive KE index),
during which the KE jet is strengthened, shifted north-
ward, and the regional eddy kinetic energy is lower,
enhanced advection by the mean flow generates a broad
positive SST anomaly of typically about 0.4–0.6 K in the
KOE region, leading to a stronger and more eastward
extended OE front, possibly via the eddy-driven jet
described in Wagawa et al. (2014), although it does not
substantially impact the OE latitude. This warming en-
hances the heat release to the atmosphere (negative heat

flux feedback), in agreement with Qiu et al. (2014) and
Joyce et al. (2009). The heat flux anomaly leads to a
significant upward motion above the SST anomaly
maximum and an increase in the convective available
potential energy and convective precipitation above the
warm SST. However, no corresponding anomaly in the
surface wind convergence or the net precipitation was
found. Baroclinicity is weakened along the KE, and
there is a northeastward downstream extension of the
eddy heat and humidity fluxes and the storm track. This
is consistent with Rivière (2009), who showed that lat-
itudinal variations in the Eady growth rate generate
positive eddy feedback that amplifies the variation
downstream of the source region. The impact on eddy
activity and storm track is probably the mechanism that
generates stationary Rossby waves that propagate from

FIG. 13. (a) Composite of the SLP anomaly in ONDJ for positive extreme KE events in
ASON (Pa). (b) As in (a), but for Z250 (m; shading) and the WAF (m2 s22; green vectors,
scaling arrow is given on the bottom-right corner). (c),(d) As in (a),(b), but for negative KE
events. Contour intervals are 40 Pa in (a),(c) and 10 m in (b),(d). Thick black lines denote the
mean KE and OE paths, and thin (thick) black contours indicate 10% (5%) significance. For
clarity, only 10% significant WAF vectors are plotted, and only every third vector is plotted
equatorward of 608N and every fifth one poleward of 608N.
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Storm-track and large-scale circulation response to SST-front variability in KOE
• Atmospheric response to persistent SST anomalies due to ocean front variability may be a key for PDO 

(Newman et al. 2016JC). Warm SST anomalies due to poleward-shifted Subarctic or KE front with 
enhanced heat and moisture supply tend to induce anticyclonic response downstream by modulating 
storm-track activity (Taguchi et al. 2012JC; Revelard et al. 2016JC).

•

Poleward-shifted subarctic front
à PNA-like anticyclone response

JAN 
Z250

SST

westerlies. In fact, a shallow, warm, low-level cyclonic
anomaly evident around the SAFZ with above-normal
SST and the deeper, more barotropic anticyclonic
anomaly observed downstream are consistent with theo-
retical argument (Hoskins and Karoly 1981; Held 1983).
In addition to the anomalous surface sensible heat flux
(Fig. 3b), enhanced precipitation around the SAFZ as-
sociated with anomalous storm-track activity also acts as

diabatic heating (not shown). From a viewpoint of en-
ergetics, the anomaly pattern with baroclinic structure
can maintain itself against dissipative processes by ex-
tracting available potential energy from the vertically
sheared background westerlies. Figure 6c also indicates
that the upper-tropospheric anomalies consist of a
circum-global wave train with cyclonic anomalies over
the central North Atlantic and central Eurasia and an

FIG. 6. Lag-correlation (color shaded) and regression coefficients (contoured) of January anomalies of (a) SST, (b)
SLP, and (c) Z250 with the November SAFZ-SST index. The index is based on the ICOADS data, while SST
anomalies in (a) are based on HadISST data. SLP and Z250 are based on the NCEP–NCAR reanalysis. (d)–(f) As in
(a)–(c), but for February anomalies of (d) SST, (e) SLP, and (f) Z250. The contour intervals for the regression
coefficients are shown at the lower-right corner of each with units of K K21, hPa K21, and m K21 for SST, SLP, and
Z250, respectively. The purple line in (a)–(c) shows a section that transects the PNA-like anomalies in January (see
Fig. 7).
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Composite analysis by 
Revelard et al. (2016JC)

Z250 anomaly (ONDJ)

H

Poleward-shifted KE front
à NPO-like anticyclone response

• Tropospheric response to North Pacific SST 
anomalies can modulate upward propagation 
of planetary waves, to influence Arctic 
stratosphere (Hurwitz et al. 2012JGR; Revelard
et al 2016JC). 

the SST anomalies (Frankignoul et al. 1998; Frankignoul
and Kestenare 2002), presumably due to interannual
variability and decadal modulations in the East Asian
winter monsoon and the associated air–sea heat ex-
change over the KOE region in early winter (Nakamura
and Yamagata 1999; Nakamura et al. 2002; Yoshiike and
Kawamura 2009; Kwon et al. 2010).

4. Observed atmospheric anomalies

a. Seasonal evolution

In this section, we examine atmospheric anomalies
correlated with the SAFZ-SST indices. To obtain
an overview of the typical seasonal evolution of the at-
mospheric anomaly fields, a matrix of maps of the

FIG. 3. Maps of correlation (color shaded) and linear regression (contoured) coefficients of the SAFZ-SST index for January with
monthly (a) SST and (b) surface turbulent heat flux during the cold season (October–March) based on the ICOADS data. Coloring
convention for the correlation coefficients is shown at the bottom of (b). The contour interval for the regression coefficients is shown at the
right-bottom corner of (a),(b).
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A significant asymmetry is found in the large-scale
atmospheric response, but much less in the local fea-
tures. The SST anomaly in the KOE region is roughly
symmetric in pattern and amplitude, although the neg-
ative anomaly is more longitudinally extended
(Figs. 11a,b). There are also clear effects of the oceanic
eddy activity. During the positive state, eddy activity is
much weaker, in particular west of 1508E. The warming

is therefore only observed east of 1508E, whereas the
cooling during the negative phase is found much closer
to the Japanese coast. Also, the anomalies on either
sides of the KOE region are asymmetric. A negative SST
anomaly is found in the subtropical gyre when the KE is
in a stable state, while a positive SST anomaly in the
subpolar gyre is found in the unstable state. Hence, as
shown by the meridional SST gradient in Fig. 12, a

FIG. 11. (a) Positive and (b) negative composite of the SST anomaly (K) in SOND for extreme KE events in
ASON. (c),(d) As in (a),(b), but for the Eady growth rate at 850 hPa in ONDJ (1022 day21). (e),(f) As in (a),(b), but
for the storm-track anomaly at 500 hPa in ONDJ (m). Contour intervals are 0.2 K in (a),(b); 2 3 1022 day21 in (c),(d);
and 1 m in (e),(f). Green contours denote the ONDJ climatology, with contours at 50, 70, and 85 3 1022 day21 in
(c) and (d), and at 40, 50, and 60 m in (e) and (f). Thick black lines denote the mean KE and OE paths, and thin (thick)
black contours indicate 10% (5%) significance.
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SST anomaly (ASON)

• Tropospheric response to cool SST anomalies 
due to equatorward shift of KE front is weaker 
and not symmetric to that to warm SSTA 
(Revelard et al 2016JC). 

• Similar nonlinear features are also found in 
the atmospheric response to the meridional 
shift of the GS (Seo et a.l 2017JC). 

)#



Smirnov et al.(2015JC)

Anomalous SHF+LHF ‘color)
winter-mean 925-hPa wind anomaly

Fig. 1b, has SST anomalies with a maximum amplitude
of ;1.5 K but is limited to 1408–1708E. This region is
where Smirnov et al. (2014) (cf. their Fig. 5a) found
a significant fraction of the SST variability was forced
by the ocean, presumably reflecting anomalous heat

transport via oceanic advection or eddy activity. A binned
scatterplot of point-by-point SSTY across the Oyashio
Extension front over the domain marked by the box in
Fig. 1b is shown in Fig. 1c. The OEI captures the north-
ward shifted SST front [;(38–48) farther north in the

FIG. 1. (a) November–March OEI SST regression. (b) Regression after multiplying (a) by 3
and then smoothing and applying cosine-taper filter (see text). (c) Scatter of point-by-point
2d(SST)/dy from 1458 to 1658E as a function of latitude (dots) for the warm (red; northward
Oyashio shift) and cold (blue) experiments. The black box shown in (b) shows the region used
for across-front zonal averages (1458–1658E) in subsequent figures.
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Model-resolution sensitivity of atmospheric response to frontal SST anomalies 

(THF; positive upward) and 950-hPa wind responses
for HR (Fig. 4a) and LR (Fig. 4b). Both simulations
generate a surface cyclone downstream of the SST
anomaly, consistent with the expected response to
a shallow extratropical heat source (Hoskins and
Karoly 1981; Hendon and Hartmann 1982; Peng et al.
1997; Hall et al. 2001; Deser et al. 2007; Smirnov and
Vimont 2012). However, the sea level pressure (SLP)
and near-surface wind responses are three to four
times stronger in the LR than in the HR simulation.
Furthermore, the LR surface anomalies are part of an
equivalent barotropic response throughout the entire
atmospheric column [not shown but similar to Pitcher

et al. (1988) and Kushnir and Lau (1992)], though it is
only statistically significant from the surface through
;600 hPa. However, there is no significant local
height response in HR west of the date line. Surpris-
ingly, the THF response in LR is 15%–20% greater
than in HR. This is consistent with much stronger cold
and dry air advection over the warm SST anomaly
induced by the stronger LR winds compared to the
HR. Consequently, while the surface heat fluxes in
both the LR and HR act to damp the SST anomaly, the
damping is stronger in LR. Based on the surface fluxes
alone, the SST anomaly would have an e-folding time
scale of 5 (4) months in the HR (LR) simulations.

FIG. 4. The mean December–March atmospheric response (warm–cold) to a shift in the Oyashio Extension SST front in (left) HR and
(right) LR simulations. (a),(b) Turbulent heat flux (colors; K m s21) and 950-hPa wind (vectors; m s21). Black thick vectors are significant
at the 95% confidence level. (c),(d) Zonally averaged (1458–1658E) across-front (y, v) circulation (vectors) and uE (colors) [ordinate is
pressure (hPa)]. Black thick vectors are significant at the 90% confidence level. The v component is multiplied by 2000 to aid in visualization.
(e),(f) The 850-hPa y0u0E (colors K m s21), where stippling denotes regions significant at the 95% confidence level. The black contours indicate
the mean climatological y0u0E. In all panels, the mean difference is divided by 2.5 to account for a 61.25s POEI SST anomaly.
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Low-level storm-track 
response (color), mean

winter-mean 300-hPa 
height response 
(bold: 95% confidence)

GCMs. On the other hand, two recent GCM studies
have shown SST frontal anomalies to have similarly
pronounced impacts on transient eddy heat flux, as well
as relatively weaker impacts on meridional eddy wind
variance, in the North Pacific (Taguchi et al. 2009) and in
the North Atlantic (Small et al. 2014). Still, our HR re-
sults (especially Figs. 7 and 9) strongly suggest that better
understanding of how SST anomalies affect North Pacific
cyclogenesis, including associated heat and moisture
transports and how model resolution impacts the accu-
rate simulation of these processes, is essential to de-
termining the impact of Oyashio Extension frontal shifts
in nature.

Though the focus of this paper is on the local response
to the Oyashio Extension shift, it is arguably the remote
response that is more relevant to society since variability
in the Oyashio Extension frontal region projects onto
the larger-scale Pacific decadal oscillation (Mantua et al.
1997; Schneider and Cornuelle 2005; Kwon et al. 2010;
Newman 2013; Seo et al. 2014). Given the stronger and
deeper local atmospheric response in the HR simula-
tion, with a pronounced divergence anomaly located in
the jet core at around 300 hPa, it is not entirely surprising
that striking differences between HR and LR also exist
across the entire North Pacific basin, which is shown in
Fig. 15 for 800-hPa uE and 300-hPa geopotential height.
In HR, the uE response is stronger locally and extends
eastward across a substantial portion of the North Pa-
cific, culminating with a strong anomalous anticyclone in
the Gulf of Alaska and substantially reduced pre-
cipitation along the northwest coast of North American
(not shown). Meanwhile, in LR, there is no significant
response north of 408N but a weak response in the
subtropics as the anomalous local cyclonic circulation

advects relatively high uE air southward and eastward. A
full diagnosis of this remote response is underway.
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APPENDIX

Details of the Modified QG v Budget

Forcing terms I–IV in (2) only require f from which ug

and yg and zg and their spatial and vertical derivatives are
approximated via a centered finite-difference scheme.
For the extended winter months (December–March) of
the simulations, forcing terms I and III are found by
separately averaging over the warm and cold ensembles
during that period. Meanwhile, terms II and IV require
anomalous values, which are found by removing the
monthly ensemble mean separately for the warm and
cold ensembles. Data are on 20 pressure levels that are
log–linearly interpolated from the model hybrid (pres-
sure and sigma) coordinates to pressure levels. Using
daily averages reduces the mean thermal and momentum
covariance by 20% compared to 4 times daily data, but
the calculatedv response is only altered by less than 10%.
Thus, daily average data are used because of a substantial
reduction in required computational time. Furthermore,
the data are linearly interpolated to the LR ;(18 3 18)

FIG. 15. Mean December–March difference in (a),(b) 800-hPa uE and (c),(d) 300-hPa geopotential height over the
North Pacific for the (a),(c) HR and (b),(d) LR simulations. The black contour denotes areas significant at the 95%
confidence level based on a Student’s t test.

1144 J O U R N A L O F C L I M A T E VOLUME 28

H

GCMs. On the other hand, two recent GCM studies
have shown SST frontal anomalies to have similarly
pronounced impacts on transient eddy heat flux, as well
as relatively weaker impacts on meridional eddy wind
variance, in the North Pacific (Taguchi et al. 2009) and in
the North Atlantic (Small et al. 2014). Still, our HR re-
sults (especially Figs. 7 and 9) strongly suggest that better
understanding of how SST anomalies affect North Pacific
cyclogenesis, including associated heat and moisture
transports and how model resolution impacts the accu-
rate simulation of these processes, is essential to de-
termining the impact of Oyashio Extension frontal shifts
in nature.

Though the focus of this paper is on the local response
to the Oyashio Extension shift, it is arguably the remote
response that is more relevant to society since variability
in the Oyashio Extension frontal region projects onto
the larger-scale Pacific decadal oscillation (Mantua et al.
1997; Schneider and Cornuelle 2005; Kwon et al. 2010;
Newman 2013; Seo et al. 2014). Given the stronger and
deeper local atmospheric response in the HR simula-
tion, with a pronounced divergence anomaly located in
the jet core at around 300 hPa, it is not entirely surprising
that striking differences between HR and LR also exist
across the entire North Pacific basin, which is shown in
Fig. 15 for 800-hPa uE and 300-hPa geopotential height.
In HR, the uE response is stronger locally and extends
eastward across a substantial portion of the North Pa-
cific, culminating with a strong anomalous anticyclone in
the Gulf of Alaska and substantially reduced pre-
cipitation along the northwest coast of North American
(not shown). Meanwhile, in LR, there is no significant
response north of 408N but a weak response in the
subtropics as the anomalous local cyclonic circulation

advects relatively high uE air southward and eastward. A
full diagnosis of this remote response is underway.

Acknowledgments. The authors thank Justin Small
and Shoshiro Minobe for stimulating discussions, as well
as Hisashi Nakamura and two anonymous reviewers for
constructive suggestions. Michael Wehner provided the
0.258 initial condition files for CAM5. We also gratefully
acknowledge funding provided by NSF to DS and MN
(AGS CLD 1035325) and Y-OK and CF (AGS CLD
1035423) and by DOE to Y-OK (DE-SC0007052).

APPENDIX

Details of the Modified QG v Budget

Forcing terms I–IV in (2) only require f from which ug

and yg and zg and their spatial and vertical derivatives are
approximated via a centered finite-difference scheme.
For the extended winter months (December–March) of
the simulations, forcing terms I and III are found by
separately averaging over the warm and cold ensembles
during that period. Meanwhile, terms II and IV require
anomalous values, which are found by removing the
monthly ensemble mean separately for the warm and
cold ensembles. Data are on 20 pressure levels that are
log–linearly interpolated from the model hybrid (pres-
sure and sigma) coordinates to pressure levels. Using
daily averages reduces the mean thermal and momentum
covariance by 20% compared to 4 times daily data, but
the calculatedv response is only altered by less than 10%.
Thus, daily average data are used because of a substantial
reduction in required computational time. Furthermore,
the data are linearly interpolated to the LR ;(18 3 18)
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FIG. 9. (a) Lag-correlation (color shaded) and regression coefficients (contoured) of anomalous near-surface
baroclinicity in January with the November SAFZ-SST index (averaging domain indicated with a black rect-
angular box) based on the ICOADS data. The baroclinicity is measured by meridional gradient of 925-hPa
potential temperature based on the NCEP–NCAR reanalysis. (b) As in (a), but for anomalous storm-track
activity measured as the 850-hPa poleward heat flux associated with synoptic-scale disturbances v9T9. (c) As in
(b), but for the anomalous 850-hPa height tendency due to transient eddy vorticity and heat fluxes. (d) As in (c),
but for the corresponding anomalous 250-hPa height tendency. The corresponding January climatologies of the
near-surface baroclinicity, the storm-track activity, and height anomalies are superimposed with red contours in
(b) and purple contours in (a),(c),(d), respectively. (e)–(h) As in (a)–(d), but for February.
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GCMs. On the other hand, two recent GCM studies
have shown SST frontal anomalies to have similarly
pronounced impacts on transient eddy heat flux, as well
as relatively weaker impacts on meridional eddy wind
variance, in the North Pacific (Taguchi et al. 2009) and in
the North Atlantic (Small et al. 2014). Still, our HR re-
sults (especially Figs. 7 and 9) strongly suggest that better
understanding of how SST anomalies affect North Pacific
cyclogenesis, including associated heat and moisture
transports and how model resolution impacts the accu-
rate simulation of these processes, is essential to de-
termining the impact of Oyashio Extension frontal shifts
in nature.

Though the focus of this paper is on the local response
to the Oyashio Extension shift, it is arguably the remote
response that is more relevant to society since variability
in the Oyashio Extension frontal region projects onto
the larger-scale Pacific decadal oscillation (Mantua et al.
1997; Schneider and Cornuelle 2005; Kwon et al. 2010;
Newman 2013; Seo et al. 2014). Given the stronger and
deeper local atmospheric response in the HR simula-
tion, with a pronounced divergence anomaly located in
the jet core at around 300 hPa, it is not entirely surprising
that striking differences between HR and LR also exist
across the entire North Pacific basin, which is shown in
Fig. 15 for 800-hPa uE and 300-hPa geopotential height.
In HR, the uE response is stronger locally and extends
eastward across a substantial portion of the North Pa-
cific, culminating with a strong anomalous anticyclone in
the Gulf of Alaska and substantially reduced pre-
cipitation along the northwest coast of North American
(not shown). Meanwhile, in LR, there is no significant
response north of 408N but a weak response in the
subtropics as the anomalous local cyclonic circulation

advects relatively high uE air southward and eastward. A
full diagnosis of this remote response is underway.
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FIG. 15. Mean December–March difference in (a),(b) 800-hPa uE and (c),(d) 300-hPa geopotential height over the
North Pacific for the (a),(c) HR and (b),(d) LR simulations. The black contour denotes areas significant at the 95%
confidence level based on a Student’s t test.
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(THF; positive upward) and 950-hPa wind responses
for HR (Fig. 4a) and LR (Fig. 4b). Both simulations
generate a surface cyclone downstream of the SST
anomaly, consistent with the expected response to
a shallow extratropical heat source (Hoskins and
Karoly 1981; Hendon and Hartmann 1982; Peng et al.
1997; Hall et al. 2001; Deser et al. 2007; Smirnov and
Vimont 2012). However, the sea level pressure (SLP)
and near-surface wind responses are three to four
times stronger in the LR than in the HR simulation.
Furthermore, the LR surface anomalies are part of an
equivalent barotropic response throughout the entire
atmospheric column [not shown but similar to Pitcher

et al. (1988) and Kushnir and Lau (1992)], though it is
only statistically significant from the surface through
;600 hPa. However, there is no significant local
height response in HR west of the date line. Surpris-
ingly, the THF response in LR is 15%–20% greater
than in HR. This is consistent with much stronger cold
and dry air advection over the warm SST anomaly
induced by the stronger LR winds compared to the
HR. Consequently, while the surface heat fluxes in
both the LR and HR act to damp the SST anomaly, the
damping is stronger in LR. Based on the surface fluxes
alone, the SST anomaly would have an e-folding time
scale of 5 (4) months in the HR (LR) simulations.

FIG. 4. The mean December–March atmospheric response (warm–cold) to a shift in the Oyashio Extension SST front in (left) HR and
(right) LR simulations. (a),(b) Turbulent heat flux (colors; K m s21) and 950-hPa wind (vectors; m s21). Black thick vectors are significant
at the 95% confidence level. (c),(d) Zonally averaged (1458–1658E) across-front (y, v) circulation (vectors) and uE (colors) [ordinate is
pressure (hPa)]. Black thick vectors are significant at the 90% confidence level. The v component is multiplied by 2000 to aid in visualization.
(e),(f) The 850-hPa y0u0E (colors K m s21), where stippling denotes regions significant at the 95% confidence level. The black contours indicate
the mean climatological y0u0E. In all panels, the mean difference is divided by 2.5 to account for a 61.25s POEI SST anomaly.
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both the LR and HR act to damp the SST anomaly, the
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alone, the SST anomaly would have an e-folding time
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only statistically significant from the surface through
;600 hPa. However, there is no significant local
height response in HR west of the date line. Surpris-
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only statistically significant from the surface through
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HR. Consequently, while the surface heat fluxes in
both the LR and HR act to damp the SST anomaly, the
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times stronger in the LR than in the HR simulation.
Furthermore, the LR surface anomalies are part of an
equivalent barotropic response throughout the entire
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et al. (1988) and Kushnir and Lau (1992)], though it is
only statistically significant from the surface through
;600 hPa. However, there is no significant local
height response in HR west of the date line. Surpris-
ingly, the THF response in LR is 15%–20% greater
than in HR. This is consistent with much stronger cold
and dry air advection over the warm SST anomaly
induced by the stronger LR winds compared to the
HR. Consequently, while the surface heat fluxes in
both the LR and HR act to damp the SST anomaly, the
damping is stronger in LR. Based on the surface fluxes
alone, the SST anomaly would have an e-folding time
scale of 5 (4) months in the HR (LR) simulations.
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times stronger in the LR than in the HR simulation.
Furthermore, the LR surface anomalies are part of an
equivalent barotropic response throughout the entire
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only statistically significant from the surface through
;600 hPa. However, there is no significant local
height response in HR west of the date line. Surpris-
ingly, the THF response in LR is 15%–20% greater
than in HR. This is consistent with much stronger cold
and dry air advection over the warm SST anomaly
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HR. Consequently, while the surface heat fluxes in
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warm SST anomalies for 
(CAM5) AGCM experiments 

High-resolution (0.25º) AGCM

Lower-resolution (1º) AGCM

observed Jan Z250 and 
eddy feedback response 
to poleward-shifted KOE 
subarctic SST front 
(Taguchi et al. 2012JC)

• Decadal-scale poleward shift of the subarctic SST front in the KOE region tends to be 
observed with a PNA-like anticyclonic response in midwinter with poleward-shifted 
storm-track activity (Taguchi et al. 2012JC).

• A high-resolution (0.25º) AGCM can reproduce this response because of realistic 
representation of transient eddies along poleward shifted storm-track, but its lower-
resolution (1º) version cannot because near-surface heating anomaly is balanced 
unrealistically with cold advection by anomalous northerlies (Smirnov et al. 2015JC).

• Consistent with recent studies showing importance of a high-resolution model in 
reproducing moist processes in cyclones (Booth et al. 2012MWR, Willison et al. 2013JAS).
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• Atmospheric anomalies in ERA-
Interim regarded as response to time-
varying SSTA in KOE fundamentally 
differ from those that forced the SSTA 
(Wills & Thompson 2018JC).  

SLP anomalies with high 
significance forcing warm SST 
anomalies (color) in KOE 
(30-day earlier the peak SST)

W/m2

upward                 downward        

associated anomalous surface 
heat flux (downward)  

ºC

H

SLP anomalies with lower significance 
regarded as a response to warm SST 

anomalies 
(30-day later the peak SST)

ºC

L

associated anomalous 
surface heat flux (upward) 

W/m2

upward                 downward        

Atmospheric response to time-varying SST anomalies in the KOE

• The forcing atmospheric pattern is 
highly significant, but the atmospheric 
“response” is less significant and 
similar to the low-resolution model 
response by Smirnov et al. (2015).  

• Essentially the same results are obtained 
from CGCM simulations, including the 
one in which KOE SSTA is restored to 
observations (Yook et al. 2022JC).

• Time-varying SSTA may not necessarily 
be associated with SST front variability 
caused by oceanic processes, leading 
to response different from Taguchi et al. 
(2012JC) and Revelard et al. (2016JC).

Similar atmospheric response is found to time-varying SSTA along GS (Wills et al 2016JC).
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• Time-slice simulation for 2007•08 cold season (Nov-Feb) with 27-km WRF with high-resolution SST is 
compared to its counterpart with spatially smoothed SST, to extract atmospheric response to 
meso/frontal-scale SST pattern (Ma et al. 2017JC).

resolution of 27 km, while the low-resolution simula-
tions use a 162-km grid that is 6 times coarser than the
high-resolution grid and is comparable to the typical
resolution of global climate models (at ;T85 spectral
resolution). According to Willison et al. (2013), at ;20-km
resolution, models begin to explicitly resolve the dia-
batic heating structure during cyclogenesis. Each of the
twin ensembles contains 10 members with different
initial conditions generated by using the reanalysis data
on 1 October of 10 different years (i.e., 2002, 2003, . . . , 2011)
but with identical lateral boundary conditions for the
2007/08 winter. We note that the ensemble size of 10
may not be large by global AGCM standards. However,
the use of the identical lateral boundary conditions
in the regional modeling approach effectively enhances
the signal-to-noise ratio compared to the same size of
AGCM ensemble simulations because remote influ-
ences from the other regions, including the tropics, are
eliminated by the regional modeling approach. The only
difference between the two ensembles of runs is the SST
forcing field: one ensemble is forced with the high-
resolution MW-IR SST [referred to as control simula-
tions (CTRL)], while the other is forced with a low-pass
spatially filtered MW-IR SST to remove mesoscale
SSTs [referred to as mesoscale-eddy-filtered simulation
(MEFS)]. A Loess spatial filter was applied to the
MW-IR SST, with a 158 (longitude) 3 58 (latitude) cutoff
wavelength (Schlax and Chelton 1992). Figures 1a–c il-
lustrate the original and filtered winter season mean SST
employed in CTRL and MEFS, as well as the difference
between the two. As can be seen, most of the mesoscale
SST features removed by the filter are confined to the

eddy-rich region along the KER where we expect the
most intense air–sea coupling to occur and mesoscale
SST anomalies in the tropics are negligibly weak com-
pared to those in the midlatitude. The ratio between the
filtered and unfiltered SST spectrum in the KER
(Fig. 1d) further shows that the half-power wavelength
of the mesoscale SSTs removed by the Loess filter is
approximately 900 km for both the 27- and 162-km ex-
periments (although the 162-km experiments can only
resolve SST with spatial scale larger than 350 km), con-
firming that the removed SST variance is mostly at
mesoscales. Comparison of the twin ensembles can help
us to understand the effect of mesoscale SSTs associated
with oceanic front and eddies in the KER on the
atmosphere in the North Pacific. In the following
discussion, we refer to 27-km twin ensembles as
high-resolution CTRL (HR-CTRL) and MEFS
(HR-MEFS), respectively, and 162-km twin ensembles
as low-resolution CTRL (LR-CTRL) and MEFS (LR-
MEFS), respectively.

It is worth emphasizing that LR-CTRL and LR-MEFS
are identical to HR-CTRL and HR-MEFS, respectively,
except for the horizontal resolution difference. In the
high-resolution experiment, the 0.098 MW-IR SST was
regridded onto the 27-km model grids to force WRF. In
the low-resolution experiment, the SST from high-
resolution model grids (27 km) was regridded onto the
low-resolution model grid (162 km). Because of the re-
gridding, the resultant SST variance, particularly over
the KER, is different with a lower value for the low-
resolution grid than the high-resolution grid. This is
simply due to the fact that the low-resolution grid does

FIG. 1. Winter season (NDJFM) mean SST (8C) in (a) HR-CTRL and (b) HR-MEFS and (c) the difference
between them. (d) Ratio (MEFS/CTRL) of SST power spectra computed in the KER (278–428N, 1558E–1808) for
high- (solid) and low-resolution (dash) simulations.
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ences from the other regions, including the tropics, are
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tions (CTRL)], while the other is forced with a low-pass
spatially filtered MW-IR SST to remove mesoscale
SSTs [referred to as mesoscale-eddy-filtered simulation
(MEFS)]. A Loess spatial filter was applied to the
MW-IR SST, with a 158 (longitude) 3 58 (latitude) cutoff
wavelength (Schlax and Chelton 1992). Figures 1a–c il-
lustrate the original and filtered winter season mean SST
employed in CTRL and MEFS, as well as the difference
between the two. As can be seen, most of the mesoscale
SST features removed by the filter are confined to the

eddy-rich region along the KER where we expect the
most intense air–sea coupling to occur and mesoscale
SST anomalies in the tropics are negligibly weak com-
pared to those in the midlatitude. The ratio between the
filtered and unfiltered SST spectrum in the KER
(Fig. 1d) further shows that the half-power wavelength
of the mesoscale SSTs removed by the Loess filter is
approximately 900 km for both the 27- and 162-km ex-
periments (although the 162-km experiments can only
resolve SST with spatial scale larger than 350 km), con-
firming that the removed SST variance is mostly at
mesoscales. Comparison of the twin ensembles can help
us to understand the effect of mesoscale SSTs associated
with oceanic front and eddies in the KER on the
atmosphere in the North Pacific. In the following
discussion, we refer to 27-km twin ensembles as
high-resolution CTRL (HR-CTRL) and MEFS
(HR-MEFS), respectively, and 162-km twin ensembles
as low-resolution CTRL (LR-CTRL) and MEFS (LR-
MEFS), respectively.

It is worth emphasizing that LR-CTRL and LR-MEFS
are identical to HR-CTRL and HR-MEFS, respectively,
except for the horizontal resolution difference. In the
high-resolution experiment, the 0.098 MW-IR SST was
regridded onto the 27-km model grids to force WRF. In
the low-resolution experiment, the SST from high-
resolution model grids (27 km) was regridded onto the
low-resolution model grid (162 km). Because of the re-
gridding, the resultant SST variance, particularly over
the KER, is different with a lower value for the low-
resolution grid than the high-resolution grid. This is
simply due to the fact that the low-resolution grid does

FIG. 1. Winter season (NDJFM) mean SST (8C) in (a) HR-CTRL and (b) HR-MEFS and (c) the difference
between them. (d) Ratio (MEFS/CTRL) of SST power spectra computed in the KER (278–428N, 1558E–1808) for
high- (solid) and low-resolution (dash) simulations.
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Meso/frontal-scale SST pattern 
(2007•8 winter) (ºC)

In particular, there is no marked decrease in 850-hPa
hy0T0i along the KER, nor is there a significant south-
ward shift in 300-hPa hy0y0i in the eastern North Pacific.

The muted atmospheric response to mesoscale SST
forcing in the low-resolution simulations is also reflected
by changes in large-scale atmospheric circulation be-
tween the twin ensembles. Figures 5e,g (Figs. 5f,h) show
the difference of winter season mean of lower-level
(850 hPa) and upper-level (300 hPa) jet stream and GPH
in the North Pacific between HR-MEFS and HR-CTRL

(LR-MEFS and LR-CTRL), respectively. In the high-
resolution ensembles, removing mesoscale SST forcing
results in a significant southward displacement of both
the lower- and upper-level jet stream in the eastern
North Pacific (Fig. 5e), consistent with the southward
shift of storm-track response (Fig. 5c). Correspondingly,
the lower- and upper-level winter mean GPH display a
negative anomaly to the east of the center of the Aleu-
tian low, consistent with the mean flow change in the
eastern North Pacific (Fig. 5g). Together, these changes

FIG. 5. Winter season mean (a) transient eddy heat transport hy0T 0i at 850 hPa (contours; m s21 K) and (c) storm-
track hy0y0i at 300 hPa (contours; m2 s22) simulated in HR-CTRL. Difference of winter season mean (a) transient
eddy heat transport hy0T0i at 850 hPa (color shaded; m s21 K), (c) storm-track hy0y0i at 300 hPa (color shaded; m2 s22),
(e) zonal wind at 850 hPa (U850; color shaded; m s21) and at 300 hPa (U300; contours; m s21), and (g) geopotential
height at 850 hPa (Z850; color shaded; m) and at 300 hPa (Z300; contours; m) differences between HR-MEFS and HR-
CTRL. (b),(d),(f),(h) As in (a),(c),(e),(g), but for differences between LR-MEFS and LR-CTRL. Difference of winter
season mean (i) storm-track hy0y0i at 300 hPa (color shaded; m2 s22) and (j) Z850 (color shaded; m) and Z300 (contours; m)
differences between LR-MEFS and M-LR-CTRL. The difference, significant at the 95% confidence level based on
a two-sided Wilcoxon rank sum test, is shaded by dots. See Ma et al. (2015) for details of the significance test.
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In particular, there is no marked decrease in 850-hPa
hy0T0i along the KER, nor is there a significant south-
ward shift in 300-hPa hy0y0i in the eastern North Pacific.
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differences between LR-MEFS and M-LR-CTRL. The difference, significant at the 95% confidence level based on
a two-sided Wilcoxon rank sum test, is shaded by dots. See Ma et al. (2015) for details of the significance test.
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Wintertime atmospheric response to meso-scale SST pattern in the North Pacific 

Difference between 0.1º SST smoothed SST

• Warm meso-scale eddies tend to augment heat and moisture supply into the atmosphere, which acts as 
thermal damping for the eddies but thermodynamic forcing on the atmosphere.

• Enhanced heat and moisture supply from warm core eddies contributes to cyclone development (Zhang 
et al. 2019JGR, 2023GRL), thereby intensifying storm-track activity across the basin and thus acting to  
displace the eddy-driven westerly jet poleward over the eastern North Pacific (Ma et al. 2017JC).

27-km WRF simulations by Ma et al. (2017JC)

• Lower-resolution (162 km) WRF cannot reproduce the overall response.
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Idealized simulation of atmospheric response to meso-scale ocean eddies (I)

SST front

front + eddies

Eddy SST pattern SHF (color), 925-hPa Temp.

precipitation (mm/d)•. Idealized model experiment by Foussard et al. (2019JC) is instrumental in 
understanding the dynamics and thermodynamics involved in atmospheric responses 
to meso-scale SST patterns. 

• 18-km WRF model is configured into a midlatitude ß-plane channel of 9216-km width, 
with zonally-symmetric SST with SST “front” prescribed for CTRL simulation and 
100~500-km “eddies” randomly added for EDDY simulation. 

• In the EDDY simulation, heat supply is locally enhanced from warm eddies and so is 
precipitation under cold airflow behind a cyclone.
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Idealized simulation of atmospheric response to meso-scale ocean eddies (II)
Zonally-averaged eddy 
impact on SHF, LHF with 
eddy SST magnitude

front + eddies

• Warm eddies augment heat and moisture supply, which maximizes on the 
warmer flank of the SST front, where eddy SST magnitude is set particularly high 
and storm-track activity is climatologically high. Increase in convective rainfall 
peaks farther south (Foussard et al. 2019JC).

Eddy impact on convective 
rain, stratiform rain with 
eddy SST magnitude

SST front SST front

• Modulated mean-meridional circulation by increased convective rainfall and 
increased stratiform rainfall both act to warm up on the cooler flank of the SST 
front, leading to poleward shift of the storm-track and eddy-driven westerly 
jet, in agreement with Ma et al. (2016JC).

Eddy impact on diabatic 
heating (color, ∂T/∂t) with 

CTRL exp. (contour)

Eddy impact on poleward 
eddy heat flux (color) and 
zonal-mean temp. (contour)

Eddy impact on zonal-
mean zonal wind (color) 

and in CTRL exp. (contour)

• In more realistic cases, however, separation of ocean eddies 
from SST front is not simple.
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FIG. 1. Schematic illustrations of the coupled ocean–atmosphere feedback processes in the Northern Hemisphere.
(a) On the basin scale, the storm track affected by the WBCs leads to anomalous rainfall patterns downstream.
(b) A zoom-in view over the black box in (a) illustrates cold and warm fronts within a low pressure system traversing
the semipermanent SST front. On the trailing edge of the cold front (purple), the cold/dry air mass over the warm
ocean water induces large diabatic heating of the storms, strengthening the storm. A similar process might occur over
the transient mesoscale eddies. The modified air mass ascends over the warm front, leading to deep cumulus clouds
and heavy precipitation. (c) A 2D view of the cross section in (b), where the cold front translates eastward over the
SST front. When the cold front is east of the SST front, the large air–sea temperature and humidity differences (purple)
cause the maximum upward turbulent heat flux, facilitating the diabatic frontogenesis. (d) A 2D view of the MABL
with the cross-frontal winds. For the warm-to-cold case, the warm air blowing over cold water downwind of the SST
front leads to a stable internal boundary layer with a capping inversion and a shallow clockwise secondary circulation.
Due to weaker vertical mixing, the surface wind slows down, reinforcing the initial wind shear. The weak wind over
cold SST yields a reduced surface drag. For the cold-to-warm case, MABL and internal boundary layers deepen
quickly, with the counterclockwise secondary circulation developing downstream. The increased turbulent mixing
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• Specific air-sea interaction processes involved in extra-tropical 
cyclone development, such as WCB (e.g., Booth et al. 2012 
MWR; Binder et al. 2016JAS; Sheldon et al. 2017 Tellus) and CCB 
(e.g., Hirata et al. 2016MWR, 2019GRL).  

• Ocean contribution to moist processes in blocking formation 
(e.g., Steinfield & Pfahl 2019CD; Yamamoto et al. 2021WCD). 

• Dependence of model reproducibility of atmospheric response 
to frontal SST anomalies on model biases via preferred modes 
of variability (e.g., Peng et al. 1997JC; Okajima et al. 2018JC),  
and its model resolution dependence.

• Dependence of atmospheric response to frontal SST anomalies 
on how they have formed (ocean processes or atmospheric 
forcing). à Better interpretation?

• GS-KE co-variability (Kohyama et al. 2021 Science) 
• Influence of rapidly warming WBCs and marginal seas (Wu et al. 

2012NCC) on extreme rainfall events (e.g., Manda et al. 2014 
SRep; Kawase et al. 2020BAMS) through attribution.

• Role of midlatitude air-sea interaction in climate projection (e.g., 
Woollings et al. 2012 NGEO; Chemke 2022 NatureCom; Schemm
et al 2023WCD).

• Relative contributions between ocean eddies and SST fronts to 
their impact on the atmosphere (c.f., Foussard et al. 2019JC) in 
realistic situations. Their separation in SST fields may be 
possible by focusing on flow curvature (Okajima et al. 2021SRep). 

More aspects to be discussed !*
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