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with 10-m wind speed w10 5 (u2
10 1 y210)

1/2
as well as air–

sea temperature difference DT 5 SST 2 T2 and specific
humidity Dq5qsatSST 2 q2 difference, where qsatSST is
saturation specific humidity at SST. We separated vari-
ables as f 5 f 1 f*1 f 0, with time mean f , seasonal vari-
ations defined as the 30-day running mean f*, and
submonthly eddies f 0. A quantitative check confirmed that
the cross correlations f*g0 are negligible (one order of
magnitude smaller than the other terms). The cross terms
f*g0 would be larger if we use a 10-day running mean to
define f*, although still negligibly small relative to the
other terms. Thus, our main arguments are qualitatively
not affected by our choice of a 30-day running mean.
There is a large resemblance of SSHF and SLHF

(Fig. 1) by w10DT and w10Dq (Figs. 2a,b), giving cre-
dence to the approximations in Eqs. (1) and (2).
Figures 2a and 2b also show that w10DT and w10Dq ex-
plain more or less 100% of w10DT and w10Dq, re-
spectively, on almost the entire globe. The dominance of
the mean term persists even when considering the var-
iation of the heat transfer coefficients in the bulk for-
mulas (not shown). Hence, the eddy (w010DT

0, w010Dq
0)

and seasonal (w10* DT*, w10* Dq*) covariances contrib-
ute very little to the approximation of SSHF and

SLHF. The insignificance of w010DT
0 and w010Dq

0 can be

explained by considering the fact that jy0
10
jDT 0 and jy010jDq

0

cancel for alternating southerly and northerly flow
associated with opposing air–sea temperature differ-
ences (not shown).
Thus, the global distribution of SSHF and SLHF is

largely determined by the mean air–sea temperature
difference DT and specific humidity difference Dq
(Figs. 2c,d) as well as the mean wind speed w10 (Fig. 3a).
The large SSHF along the major SST fronts in the
midlatitudes as well as along the sea ice edge (Fig. 1a)
can thus be readily explained by the large DT in these
regions (Fig. 2c) being aligned with significant w10

(Fig. 3a). Similarly, SLHF can be explained by the sat-
uration deficit in the subtropical latitudes as well as
along themidlatitude SST fronts (Fig. 2d) in conjunction
with the mean wind speed in these areas (Fig. 3a). While
the dominance of the mean terms might be surprising at
first, it should be noted that DT and Dq stem from an
asymmetric probability density distribution with a long
one-sided tail that is most likely associated with eddies
(not shown). We do not further address this nonlinear
eddy contribution to themean terms, because it does not
affect our arguments within this study.
While the interpretation ofDT andDq is linear and thus

straightforward, the interpretation of w10 is more in-
volved. In comparing u10 and y10 with w10 (Fig. 3a), it is
evident thatw10 ’ (u2

10 1 y210)
1/2

over large parts of the low
latitudes, whereas w10 6¼ (u2

10 1 y210)
1/2

in the extratropics.
To address this discrepancy we rewrite and separate

w2
10 1w

10
*2 1w0210 ’u2

10 1 y210 1 u
10
*2 1 y

10
*2 1 u0210 1 y0210 ,

(3)

where cross terms f 0f* were again negligible (one order
of magnitude smaller than the other terms). With w2

10

being the dominant left-hand-side term (.80% almost

FIG. 1. Mean upward surface (a) sensible and (b) latent heat flux (Wm22; shading) and their standard deviation (Wm22; contours). The
hatched mask indicates where the climatological-mean sea ice concentration exceeds 30%.
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Atmosphere-Ocean interactions along major SST fronts

Prevailing wind direction

• Mean heat fluxes and their variability concentrate along SST fronts


• Heat exchange mainly associated with sub-weekly timescales

Mean/variability latent heat fluxMean/variability sensible heat flux

SLHF and 6-hourly as well as monthly mean data
(Figs. 10, 11). In particular, the regions around the main
SST fronts along the Kuroshio and Gulf Stream feature
significant seasonal differences. For 6-hourly data, the
DJF SSHF and SLHF are dominated by northwesterly
flow across the SST front (Figs. 10a, 11a). In summer,
however, the meridional component actually reverses
sign (see Figs. 8a,b), yielding southwesterlies associated
with the summertime anticyclone in the Gulf Stream
region, which are in fact evident in both 6-hourly and
monthly mean data (Figs. 10b,d, 11b,d). The summer-
time southwesterlies in the Pacific are only evident in the
monthly mean data, whereas the 6-hourly data feature
northeasterlies.
This difference between the Pacific and the Atlantic is

most likely due to the fact that the North American
continent is in close proximity to the SST front along the
Gulf Stream. This tight land–sea contrast allows eddies
to regularly spill cold and dry air masses across the SST
front during winter. In summer, however, the heated
continent yields a reversal in land–sea airmass contrast
and thus a reduced effect of the eddies on the air–sea
heat exchange. In the Pacific, the Asian continent is

significantly farther away from the Kuroshio SST front.
Thus, the summertime air masses spilling from the
heated continent will first adjust to the underlying SST,
still allowing for a significant eddy imprint on the heat
exchange across the SST front. Thus, despite the
climatological-mean southwesterlies during JJA in the
Atlantic and Pacific, the eddies are still dominating in
the western midlatitude Pacific, while the mean wind
direction dominates in the Atlantic. Another reason for
the difference is that the climatological southwesterlies
in summer are stronger in the North Atlantic compared
to the North Pacific (Fig. 8b). This is also evident in the
mean wind components featuring a greater than 30%
contribution to w2

10 in the western North Atlantic near
the SST front (Fig. 9b).

6. Concluding remarks

We presented a climatology of prevailing wind di-
rection for upward SSHF and SLHF based on ERA-
Interim reanalysis data for the period 1979–2015. Using
the bulk formulas, we showed that the time-mean SSHF
and SLHF are largely associated with the time-mean

FIG. 10. As Fig. 6, but for surface sensible heat flux in (left) DJF and (right) JJA for (a),(b) 6-hourly and (c),(d) monthly mean data.
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as well as air–

sea temperature difference DT 5 SST 2 T2 and specific
humidity Dq5qsatSST 2 q2 difference, where qsatSST is
saturation specific humidity at SST. We separated vari-
ables as f 5 f 1 f*1 f 0, with time mean f , seasonal vari-
ations defined as the 30-day running mean f*, and
submonthly eddies f 0. A quantitative check confirmed that
the cross correlations f*g0 are negligible (one order of
magnitude smaller than the other terms). The cross terms
f*g0 would be larger if we use a 10-day running mean to
define f*, although still negligibly small relative to the
other terms. Thus, our main arguments are qualitatively
not affected by our choice of a 30-day running mean.
There is a large resemblance of SSHF and SLHF

(Fig. 1) by w10DT and w10Dq (Figs. 2a,b), giving cre-
dence to the approximations in Eqs. (1) and (2).
Figures 2a and 2b also show that w10DT and w10Dq ex-
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Thus, the global distribution of SSHF and SLHF is

largely determined by the mean air–sea temperature
difference DT and specific humidity difference Dq
(Figs. 2c,d) as well as the mean wind speed w10 (Fig. 3a).
The large SSHF along the major SST fronts in the
midlatitudes as well as along the sea ice edge (Fig. 1a)
can thus be readily explained by the large DT in these
regions (Fig. 2c) being aligned with significant w10

(Fig. 3a). Similarly, SLHF can be explained by the sat-
uration deficit in the subtropical latitudes as well as
along themidlatitude SST fronts (Fig. 2d) in conjunction
with the mean wind speed in these areas (Fig. 3a). While
the dominance of the mean terms might be surprising at
first, it should be noted that DT and Dq stem from an
asymmetric probability density distribution with a long
one-sided tail that is most likely associated with eddies
(not shown). We do not further address this nonlinear
eddy contribution to themean terms, because it does not
affect our arguments within this study.
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FIG. 1. Mean upward surface (a) sensible and (b) latent heat flux (Wm22; shading) and their standard deviation (Wm22; contours). The
hatched mask indicates where the climatological-mean sea ice concentration exceeds 30%.
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Prevailing wind direction

• Mean heat fluxes and their variability concentrate along SST fronts


• Heat exchange mainly associated with sub-weekly timescales

Mean/variability latent heat fluxMean/variability sensible heat flux

SLHF and 6-hourly as well as monthly mean data
(Figs. 10, 11). In particular, the regions around the main
SST fronts along the Kuroshio and Gulf Stream feature
significant seasonal differences. For 6-hourly data, the
DJF SSHF and SLHF are dominated by northwesterly
flow across the SST front (Figs. 10a, 11a). In summer,
however, the meridional component actually reverses
sign (see Figs. 8a,b), yielding southwesterlies associated
with the summertime anticyclone in the Gulf Stream
region, which are in fact evident in both 6-hourly and
monthly mean data (Figs. 10b,d, 11b,d). The summer-
time southwesterlies in the Pacific are only evident in the
monthly mean data, whereas the 6-hourly data feature
northeasterlies.
This difference between the Pacific and the Atlantic is

most likely due to the fact that the North American
continent is in close proximity to the SST front along the
Gulf Stream. This tight land–sea contrast allows eddies
to regularly spill cold and dry air masses across the SST
front during winter. In summer, however, the heated
continent yields a reversal in land–sea airmass contrast
and thus a reduced effect of the eddies on the air–sea
heat exchange. In the Pacific, the Asian continent is

significantly farther away from the Kuroshio SST front.
Thus, the summertime air masses spilling from the
heated continent will first adjust to the underlying SST,
still allowing for a significant eddy imprint on the heat
exchange across the SST front. Thus, despite the
climatological-mean southwesterlies during JJA in the
Atlantic and Pacific, the eddies are still dominating in
the western midlatitude Pacific, while the mean wind
direction dominates in the Atlantic. Another reason for
the difference is that the climatological southwesterlies
in summer are stronger in the North Atlantic compared
to the North Pacific (Fig. 8b). This is also evident in the
mean wind components featuring a greater than 30%
contribution to w2

10 in the western North Atlantic near
the SST front (Fig. 9b).

6. Concluding remarks

We presented a climatology of prevailing wind di-
rection for upward SSHF and SLHF based on ERA-
Interim reanalysis data for the period 1979–2015. Using
the bulk formulas, we showed that the time-mean SSHF
and SLHF are largely associated with the time-mean

FIG. 10. As Fig. 6, but for surface sensible heat flux in (left) DJF and (right) JJA for (a),(b) 6-hourly and (c),(d) monthly mean data.
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What is the role of midlatitude cyclones and how do they respond?



Response of extratropical cyclones along SST fronts
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(a) (b) (c)

F I G U R E 1 (a) Density of SST fronts (km of line (100 km)−2, blue shading) and of the climatological jet stream (km of jet axis line
(1000 km)−2, light red shading) for the North Atlantic. The Gulf Stream region is marked with a red box. (b) Illustration describing the scalar
product method to derive the relative position between the cyclone and the SST front. (c) Schematic of the cyclone classification based on the
cyclone position relative to the SST front

total column water vapour (TCWV), vertically integrated
water vapour flux (IWVF), wind at 925 hPa, large-scale
and convective precipitation, as well as latent and sensible
surface heat fluxes. Surface heat fluxes and precipitation
are derived from the twice-daily forecasts (initialised at
0000 and 1200 UTC) and are accumulated ±3 hr around
the respective timesteps, following the same procedure as
Ogawa and Spengler (2019) and Weijenborg and Spengler
(2020). Specifically, we use the cumulative values from
the 0000 UTC forecasts between 3 and 9 hr lead time, as
well as between 9 and 15 hr lead time to derive fluxes
and precipitation for the analyses of 0600 and 1200 UTC,
respectively. Analogously, we use the 1200 UTC forecasts
to derive precipitation and fluxes at 1800 and 0000 UTC.

2.2 SST front detection

We identify SST fronts using an objective frontal detec-
tion scheme that is based on the “thermal” method
(Hewson, 1998). This scheme has been applied to detect
atmospheric fronts in several previous studies (Jenkner
et al., 2010; Berry et al., 2011; Schemm et al., 2015). The
method by Hewson (1998) identifies frontal lines in a
two-dimensional thermal field ! using the thermal frontal
parameter (Renard and Clarke, 1965)

TFP = −∇|∇!| ⋅ ∇!
|∇!| , (1)

where we chose ! to be the SST. The TFP indicates “the
gradient of the magnitude of the gradient of a thermody-
namic scalar quantity, resolved into the direction of the
gradient of that quantity” (Renard and Clarke, 1965). Hew-
son (1998)’s framework is based on identifying the maxima
of TFP, which correspond to the warm side of a frontal
zone. In our study, however, we choose TFP=0 to identify
the centre of the frontal zone (following e.g., Jenkner et al.,

2010), and apply a masking criterion

∇|∇!| < 0 (2)

to exclude the detection of minima in SST gradients.
We perform the detection using SST data filtered

with a triangular truncation T84 and require a mini-
mum frontal length of 500 km to retain only fronts with a
length-scale comparable to atmospheric fronts. To capture
the most prominent parts of the SST fronts along the Gulf
Stream, we found a temperature gradient threshold |∇!| >
2K∕100 km to yield the most accurate results. Consistent
with oceanographic studies (e.g., Lee and Cornillon, 1996;
Meinen and Luther, 2016), the SST front climatology for
the North Atlantic basin features the highest frequency of
SST fronts along the Gulf Stream (Figure 1a). To account
for the convergence of the grid towards the poles, we nor-
malise the front line detections to an average line length
per unit area " , with

" = 1
AN

N∑
i=1

li . (3)

Here, A is the area covered by a grid cell, N the number
of time steps in the climatology, and li the length of a SST
front line over the respective grid cell during time step i
(zero if no front is detected).

2.3 Jet stream detection

To diagnose the role of upper-level forcing on cyclone
intensification, we employ a jet detection, based on auto-
matically detected jet axes, following the method and cri-
teria of Spensberger et al. (2017). The jet axes are identified
by lines separating the cyclonic from the anticyclonic wind
shear. The climatological position of the North Atlantic jet

Detect and track cyclones

Detect SST fronts

Classification of cyclones 
by position to SST front

SST front

Cold

Warm

C1

C3

C2

C4

Tsopouridis, Spensberger, and Spengler (2020a,b)
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(a) (b)

F I G U R E 3 (a) Distance (km) between cyclone centres and the SST front relative to the time of maximum intensification. Lines
indicate the 50th percentile and the shading the interquartile range. (b) is as (a), but for the pressure tendency (hPa⋅hr−1)

(a) (b) (c)

F I G U R E 4 Locations of cyclone maximum intensification (hPa⋅h−1, yellow-red circles) and cyclone maximum intensity
(hPa⋅ (deg lat)−2, blue triangles) for category (a) C1, (b) C2, and (c) C3

combined thermal gradient across both the SST front and
the coastline. This interpretation is in line with Brayshaw
et al. (2009), who documented increased near-surface
low-level baroclinicity along the United States east coast,
where the cold dry continental air meets the warmer and
moist air over the ocean.

Contrary to C1, the SST decreases with time for C3,
consistent with the propagation towards the cold side of
the SST front (Figures 2d and 5g–i). As for C1 and C2, the
wind speed increases with time for C3 (Figure 5g–i), and
the highest wind speed, exceeding 30 m⋅s−1, is observed
12 hr after maximum intensification (Figure 5i). The
wind decays 18 hr after the maximum intensification (not
shown).

3.3 Cyclone-relative surface heat flux
composites

For both C1 and C2, the latent heat fluxes are always
upward (Figure 6a–c,d–f) and largest in the southwest-
ern quadrant south of the SST front due to the increase
in surface saturation mixing ratio with increasing SST.

Likewise, sensible heat fluxes are directed towards the
atmosphere in the southwestern quadrant, within the
cyclone’s cold sector (Figure 6a–c,d–f). Both fluxes are
highest south of the SST front due to an increase in SST
(consistent with, e.g., Zolina and Gulev, 2003; Vannière
et al., 2017a). Twelve hours before maximum intensifica-
tion, there are on average significantly lower fluxes for
C1 than for C2. This is most likely associated with the
propagation of the C2 cyclones over higher SSTs than for
C1 (Figure 2b,c). However, for both categories, there is a
marked increase in both latent and sensible heat fluxes in
the southwestern quadrant within 24 hr (Figure 6a–c,d–f)
associated with the proximity of the SST front. Consistent
with Businger et al. (2005) and Rudeva and Gulev (2011),
the maximum sensible and latent heat fluxes are almost
collocated, with a slight northward shift of the sensible
heat fluxes compared to the latent heat fluxes. Similar to
C1, surface heat fluxes increase within the 24 hr period
(Figure 6d–f).

C3 can be considered a combination of C1 and C2,
as cyclones are initially located on the warm side of the
SST front (C2) before crossing to the cold side (C1). At
12 hr before maximum intensification, latent and sensible

Response of extratropical cyclones along Gulf Stream and Kuroshio
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F I G U R E 1 (a) SST front distributions (blue shading, km of line (100 km)−2) and jet axis distributions (orange shading, km of jet axis
line (1,000 km)−2) for the North Pacific. The Kuroshio region is marked with a red box. (b) Pressure tendency (hPa⋅hr−1) for the three
categories relative to the time of maximum intensification. Lines indicate the median and the shading the interquartile range. (c) As (b), but
for the SST. (d) Distance (km) between cyclone centres and the SST front relative to the time of maximum intensification

on the cold side of the SST front and vice versa on the warm
side. Further details are described in TSS20. With the posi-
tions of both the SST fronts and the cyclone tracks, we
follow TSS20 and categorize the propagation of cyclones
relative to the SST fronts only within the Kuroshio region
(red rectangle in Figure 1a) into five categories. In cate-
gory C1, cyclones always remain on the cold side of the
SST front, whereas for category C2 cyclones always stay on
the warm side of the SST front. In category C3, cyclones
are crossing the SST front from the warm to the cold side,
contrarily to category C4, in which cyclones cross the SST
front from the cold to the warm side. Finally, cyclones that
belong to category C5 cross the SST front multiple times.

3 RESULTS

3.1 Cyclone occurrence
and intensification

Analogously to TSS20 for the Gulf Stream region, we
restrict our focus to categories C1, C2, and C3 during the

winter season (DJF) over the North Pacific Ocean. Cat-
egory C4 comprises only 28 cyclones that cross the SST
front from the cold to the warm side, making it challeng-
ing to deduce statistically robust results. As cyclones in C5
cross the SST front multiple times, it is impossible to diag-
nose the role of the SST front in the cyclone evolution.
However, 142 cyclones consistently stay on the cold side
(C1, Figure 2a), 97 cyclones stay on the warm side (C2,
Figure 2b), and 188 cyclones cross from the warm to the
cold side (C3, Figure 2c). For these three categories, the
cyclones all propagate from the southwest to the northeast.
Cyclones in C1 and C3 remain closer to the Asian conti-
nent than the ones in C2, which propagate northwards the
least (Figure 2b).

Amongst these three categories, cyclones in C3 deepen
the most from 12 hr prior to maximum intensification
to 6 hr after, undergoing a maximum six-hourly deepen-
ing corresponding to 30 hPa⋅day−1 (median in Figure 1b).
Cyclones in C2 intensify slightly more slowly compared
with C3, with a maximum deepening rate corresponding
to approximately 26 hPa⋅day−1. From 12 hr after maximum
intensification onward, however, C2 becomes the category
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F I G U R E 3 (a) Distance (km) between cyclone centres and the SST front relative to the time of maximum intensification. Lines
indicate the 50th percentile and the shading the interquartile range. (b) is as (a), but for the pressure tendency (hPa⋅hr−1)
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F I G U R E 4 Locations of cyclone maximum intensification (hPa⋅h−1, yellow-red circles) and cyclone maximum intensity
(hPa⋅ (deg lat)−2, blue triangles) for category (a) C1, (b) C2, and (c) C3

combined thermal gradient across both the SST front and
the coastline. This interpretation is in line with Brayshaw
et al. (2009), who documented increased near-surface
low-level baroclinicity along the United States east coast,
where the cold dry continental air meets the warmer and
moist air over the ocean.

Contrary to C1, the SST decreases with time for C3,
consistent with the propagation towards the cold side of
the SST front (Figures 2d and 5g–i). As for C1 and C2, the
wind speed increases with time for C3 (Figure 5g–i), and
the highest wind speed, exceeding 30 m⋅s−1, is observed
12 hr after maximum intensification (Figure 5i). The
wind decays 18 hr after the maximum intensification (not
shown).

3.3 Cyclone-relative surface heat flux
composites

For both C1 and C2, the latent heat fluxes are always
upward (Figure 6a–c,d–f) and largest in the southwest-
ern quadrant south of the SST front due to the increase
in surface saturation mixing ratio with increasing SST.

Likewise, sensible heat fluxes are directed towards the
atmosphere in the southwestern quadrant, within the
cyclone’s cold sector (Figure 6a–c,d–f). Both fluxes are
highest south of the SST front due to an increase in SST
(consistent with, e.g., Zolina and Gulev, 2003; Vannière
et al., 2017a). Twelve hours before maximum intensifica-
tion, there are on average significantly lower fluxes for
C1 than for C2. This is most likely associated with the
propagation of the C2 cyclones over higher SSTs than for
C1 (Figure 2b,c). However, for both categories, there is a
marked increase in both latent and sensible heat fluxes in
the southwestern quadrant within 24 hr (Figure 6a–c,d–f)
associated with the proximity of the SST front. Consistent
with Businger et al. (2005) and Rudeva and Gulev (2011),
the maximum sensible and latent heat fluxes are almost
collocated, with a slight northward shift of the sensible
heat fluxes compared to the latent heat fluxes. Similar to
C1, surface heat fluxes increase within the 24 hr period
(Figure 6d–f).

C3 can be considered a combination of C1 and C2,
as cyclones are initially located on the warm side of the
SST front (C2) before crossing to the cold side (C1). At
12 hr before maximum intensification, latent and sensible
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on the cold side of the SST front and vice versa on the warm
side. Further details are described in TSS20. With the posi-
tions of both the SST fronts and the cyclone tracks, we
follow TSS20 and categorize the propagation of cyclones
relative to the SST fronts only within the Kuroshio region
(red rectangle in Figure 1a) into five categories. In cate-
gory C1, cyclones always remain on the cold side of the
SST front, whereas for category C2 cyclones always stay on
the warm side of the SST front. In category C3, cyclones
are crossing the SST front from the warm to the cold side,
contrarily to category C4, in which cyclones cross the SST
front from the cold to the warm side. Finally, cyclones that
belong to category C5 cross the SST front multiple times.

3 RESULTS

3.1 Cyclone occurrence
and intensification

Analogously to TSS20 for the Gulf Stream region, we
restrict our focus to categories C1, C2, and C3 during the

winter season (DJF) over the North Pacific Ocean. Cat-
egory C4 comprises only 28 cyclones that cross the SST
front from the cold to the warm side, making it challeng-
ing to deduce statistically robust results. As cyclones in C5
cross the SST front multiple times, it is impossible to diag-
nose the role of the SST front in the cyclone evolution.
However, 142 cyclones consistently stay on the cold side
(C1, Figure 2a), 97 cyclones stay on the warm side (C2,
Figure 2b), and 188 cyclones cross from the warm to the
cold side (C3, Figure 2c). For these three categories, the
cyclones all propagate from the southwest to the northeast.
Cyclones in C1 and C3 remain closer to the Asian conti-
nent than the ones in C2, which propagate northwards the
least (Figure 2b).

Amongst these three categories, cyclones in C3 deepen
the most from 12 hr prior to maximum intensification
to 6 hr after, undergoing a maximum six-hourly deepen-
ing corresponding to 30 hPa⋅day−1 (median in Figure 1b).
Cyclones in C2 intensify slightly more slowly compared
with C3, with a maximum deepening rate corresponding
to approximately 26 hPa⋅day−1. From 12 hr after maximum
intensification onward, however, C2 becomes the category
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indicate the 50th percentile and the shading the interquartile range. (b) is as (a), but for the pressure tendency (hPa⋅hr−1)

(a) (b) (c)

F I G U R E 4 Locations of cyclone maximum intensification (hPa⋅h−1, yellow-red circles) and cyclone maximum intensity
(hPa⋅ (deg lat)−2, blue triangles) for category (a) C1, (b) C2, and (c) C3

combined thermal gradient across both the SST front and
the coastline. This interpretation is in line with Brayshaw
et al. (2009), who documented increased near-surface
low-level baroclinicity along the United States east coast,
where the cold dry continental air meets the warmer and
moist air over the ocean.

Contrary to C1, the SST decreases with time for C3,
consistent with the propagation towards the cold side of
the SST front (Figures 2d and 5g–i). As for C1 and C2, the
wind speed increases with time for C3 (Figure 5g–i), and
the highest wind speed, exceeding 30 m⋅s−1, is observed
12 hr after maximum intensification (Figure 5i). The
wind decays 18 hr after the maximum intensification (not
shown).

3.3 Cyclone-relative surface heat flux
composites

For both C1 and C2, the latent heat fluxes are always
upward (Figure 6a–c,d–f) and largest in the southwest-
ern quadrant south of the SST front due to the increase
in surface saturation mixing ratio with increasing SST.

Likewise, sensible heat fluxes are directed towards the
atmosphere in the southwestern quadrant, within the
cyclone’s cold sector (Figure 6a–c,d–f). Both fluxes are
highest south of the SST front due to an increase in SST
(consistent with, e.g., Zolina and Gulev, 2003; Vannière
et al., 2017a). Twelve hours before maximum intensifica-
tion, there are on average significantly lower fluxes for
C1 than for C2. This is most likely associated with the
propagation of the C2 cyclones over higher SSTs than for
C1 (Figure 2b,c). However, for both categories, there is a
marked increase in both latent and sensible heat fluxes in
the southwestern quadrant within 24 hr (Figure 6a–c,d–f)
associated with the proximity of the SST front. Consistent
with Businger et al. (2005) and Rudeva and Gulev (2011),
the maximum sensible and latent heat fluxes are almost
collocated, with a slight northward shift of the sensible
heat fluxes compared to the latent heat fluxes. Similar to
C1, surface heat fluxes increase within the 24 hr period
(Figure 6d–f).

C3 can be considered a combination of C1 and C2,
as cyclones are initially located on the warm side of the
SST front (C2) before crossing to the cold side (C1). At
12 hr before maximum intensification, latent and sensible
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on the cold side of the SST front and vice versa on the warm
side. Further details are described in TSS20. With the posi-
tions of both the SST fronts and the cyclone tracks, we
follow TSS20 and categorize the propagation of cyclones
relative to the SST fronts only within the Kuroshio region
(red rectangle in Figure 1a) into five categories. In cate-
gory C1, cyclones always remain on the cold side of the
SST front, whereas for category C2 cyclones always stay on
the warm side of the SST front. In category C3, cyclones
are crossing the SST front from the warm to the cold side,
contrarily to category C4, in which cyclones cross the SST
front from the cold to the warm side. Finally, cyclones that
belong to category C5 cross the SST front multiple times.

3 RESULTS

3.1 Cyclone occurrence
and intensification

Analogously to TSS20 for the Gulf Stream region, we
restrict our focus to categories C1, C2, and C3 during the

winter season (DJF) over the North Pacific Ocean. Cat-
egory C4 comprises only 28 cyclones that cross the SST
front from the cold to the warm side, making it challeng-
ing to deduce statistically robust results. As cyclones in C5
cross the SST front multiple times, it is impossible to diag-
nose the role of the SST front in the cyclone evolution.
However, 142 cyclones consistently stay on the cold side
(C1, Figure 2a), 97 cyclones stay on the warm side (C2,
Figure 2b), and 188 cyclones cross from the warm to the
cold side (C3, Figure 2c). For these three categories, the
cyclones all propagate from the southwest to the northeast.
Cyclones in C1 and C3 remain closer to the Asian conti-
nent than the ones in C2, which propagate northwards the
least (Figure 2b).

Amongst these three categories, cyclones in C3 deepen
the most from 12 hr prior to maximum intensification
to 6 hr after, undergoing a maximum six-hourly deepen-
ing corresponding to 30 hPa⋅day−1 (median in Figure 1b).
Cyclones in C2 intensify slightly more slowly compared
with C3, with a maximum deepening rate corresponding
to approximately 26 hPa⋅day−1. From 12 hr after maximum
intensification onward, however, C2 becomes the category
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F I G U R E 3 (a) Distance (km) between cyclone centres and the SST front relative to the time of maximum intensification. Lines
indicate the 50th percentile and the shading the interquartile range. (b) is as (a), but for the pressure tendency (hPa⋅hr−1)
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F I G U R E 4 Locations of cyclone maximum intensification (hPa⋅h−1, yellow-red circles) and cyclone maximum intensity
(hPa⋅ (deg lat)−2, blue triangles) for category (a) C1, (b) C2, and (c) C3

combined thermal gradient across both the SST front and
the coastline. This interpretation is in line with Brayshaw
et al. (2009), who documented increased near-surface
low-level baroclinicity along the United States east coast,
where the cold dry continental air meets the warmer and
moist air over the ocean.

Contrary to C1, the SST decreases with time for C3,
consistent with the propagation towards the cold side of
the SST front (Figures 2d and 5g–i). As for C1 and C2, the
wind speed increases with time for C3 (Figure 5g–i), and
the highest wind speed, exceeding 30 m⋅s−1, is observed
12 hr after maximum intensification (Figure 5i). The
wind decays 18 hr after the maximum intensification (not
shown).

3.3 Cyclone-relative surface heat flux
composites

For both C1 and C2, the latent heat fluxes are always
upward (Figure 6a–c,d–f) and largest in the southwest-
ern quadrant south of the SST front due to the increase
in surface saturation mixing ratio with increasing SST.

Likewise, sensible heat fluxes are directed towards the
atmosphere in the southwestern quadrant, within the
cyclone’s cold sector (Figure 6a–c,d–f). Both fluxes are
highest south of the SST front due to an increase in SST
(consistent with, e.g., Zolina and Gulev, 2003; Vannière
et al., 2017a). Twelve hours before maximum intensifica-
tion, there are on average significantly lower fluxes for
C1 than for C2. This is most likely associated with the
propagation of the C2 cyclones over higher SSTs than for
C1 (Figure 2b,c). However, for both categories, there is a
marked increase in both latent and sensible heat fluxes in
the southwestern quadrant within 24 hr (Figure 6a–c,d–f)
associated with the proximity of the SST front. Consistent
with Businger et al. (2005) and Rudeva and Gulev (2011),
the maximum sensible and latent heat fluxes are almost
collocated, with a slight northward shift of the sensible
heat fluxes compared to the latent heat fluxes. Similar to
C1, surface heat fluxes increase within the 24 hr period
(Figure 6d–f).

C3 can be considered a combination of C1 and C2,
as cyclones are initially located on the warm side of the
SST front (C2) before crossing to the cold side (C1). At
12 hr before maximum intensification, latent and sensible
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on the cold side of the SST front and vice versa on the warm
side. Further details are described in TSS20. With the posi-
tions of both the SST fronts and the cyclone tracks, we
follow TSS20 and categorize the propagation of cyclones
relative to the SST fronts only within the Kuroshio region
(red rectangle in Figure 1a) into five categories. In cate-
gory C1, cyclones always remain on the cold side of the
SST front, whereas for category C2 cyclones always stay on
the warm side of the SST front. In category C3, cyclones
are crossing the SST front from the warm to the cold side,
contrarily to category C4, in which cyclones cross the SST
front from the cold to the warm side. Finally, cyclones that
belong to category C5 cross the SST front multiple times.

3 RESULTS

3.1 Cyclone occurrence
and intensification

Analogously to TSS20 for the Gulf Stream region, we
restrict our focus to categories C1, C2, and C3 during the

winter season (DJF) over the North Pacific Ocean. Cat-
egory C4 comprises only 28 cyclones that cross the SST
front from the cold to the warm side, making it challeng-
ing to deduce statistically robust results. As cyclones in C5
cross the SST front multiple times, it is impossible to diag-
nose the role of the SST front in the cyclone evolution.
However, 142 cyclones consistently stay on the cold side
(C1, Figure 2a), 97 cyclones stay on the warm side (C2,
Figure 2b), and 188 cyclones cross from the warm to the
cold side (C3, Figure 2c). For these three categories, the
cyclones all propagate from the southwest to the northeast.
Cyclones in C1 and C3 remain closer to the Asian conti-
nent than the ones in C2, which propagate northwards the
least (Figure 2b).

Amongst these three categories, cyclones in C3 deepen
the most from 12 hr prior to maximum intensification
to 6 hr after, undergoing a maximum six-hourly deepen-
ing corresponding to 30 hPa⋅day−1 (median in Figure 1b).
Cyclones in C2 intensify slightly more slowly compared
with C3, with a maximum deepening rate corresponding
to approximately 26 hPa⋅day−1. From 12 hr after maximum
intensification onward, however, C2 becomes the category
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Figure 1. Climatological SST for DJF for (a) CNTL, (b) SMTHG, and (c) difference SMTHG-CNTL [K]. (d-f) As (a-c), but for the North

Pacific. The Gulf Stream and Kuroshio regions are marked with a black box, respectively.

Consequently, the detected SST fronts are more wide-spread in the Pacific (Fig. 3b), but remain collocated with the region of190

the climatologically largest SST gradient (in line with, e.g., Tozuka et al., 2018; Wang et al., 2019). The less pronounced SST

gradient in the Pacific compared to the Atlantic is also evident in the ERA-Interim winter climatology (Fig. S1 b,e), with the

differences between the reanalysis and AFES simulations arising from the coarser SST resolution used in ERA-Interim prior

to 2002 (e.g., Masunaga et al., 2015; Parfitt et al., 2017).

Compared to CNTL, the SSTs in SMTHG are smoother and their gradient is more widely distributed (compare Fig. 1a,b and195

Fig. 2a,b). In the western Atlantic, we also observe that the smoothing affects SSTs at a considerable distance from the Gulf

Stream SST front (Fig. 3a), for example reducing the SST to the east of the Florida Peninsula (Fig. 1a,b). At approximately

40�N, the SST differences exhibit a clear dipole, with increased SST to the north and decreased SST to the south, following the

position of the SST front (Fig. 1c, Fig. 3a). The largest differences occur offshore off the central US East coast (�SST<�4K)

as well as off the coast of Newfoundland (�SST> 4K; Fig. 1c).200

The SST distribution in SMTHK (Fig. 1e) is similar to CNTL, though smoother, and the region with the strongest gradients

off the east coast of Japan is oriented slightly more zonally (Fig. 1d). Contrary to the Gulf Stream region, the SSTs outside the

Kuroshio region remain largely unaffected. As in the Gulf Stream region, the differences in SST between the two experiments

follow a bipolar structure (Fig. 1f), but they are considerably weaker. The smoothing results in a maximum decrease (increase)
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Figure 5. Pressure tendency (hPa h�1) for the three categories relative to the time of maximum intensification for (a) CNTL and (b) SMTHG.

Lines indicate the median and the shading the interquartile range. (c) Medians of the pressure tendency (hPa h�1) for the three categories

relative to the time of maximum intensification for CNTL (solid lines) and SMTHG (dashed lines). (d-f) As (a-c), but for the North Pacific.

75-100th percentile (not shown) of C3. Moreover, we notice that the median (50th percentile) of C2 is always above the ones

for C1 and C3 during the 48 hour time period in both experiments for the Gulf Stream region, indicating a clear tendency for

higher intensification in C1 and C3, compared to C2. In SMTHG, cyclones intensify similarly fast as in CNTL (Fig. 5a,b). In

particular, cyclones of C3 experience only a slightly weaker intensification in SMTHG, although the SST front that they cross

is barely existing in SMTHG.255

These results support the findings of TSSa, who related the intensification of cyclones in the Gulf Stream region to the

low-level baroclinicity associated with the land-sea contrast, hypothesising that a strong SST gradient only weakly modifies

the deepening of the cyclones. To further clarify the potential role of the land-sea contrast and the SST front on cyclone

intensification, we present cyclone-relative composites for the three categories. In CNTL, cyclones in C1 are associated with

stronger low-level baroclinicity, i.e., a stronger temperature gradient at 850 hPa, compared to C2 (Fig. S11), because cyclones260

in C1 propagate close to the United States coast. Cyclones in C2, however, are characterised by a more maritime propagation

(Fig. S9 c,e). Cyclones in C3 are associated with an equally strong temperature gradient at 850 hPa (Fig. S11 g-i) as in C1,

even though cyclones propagate close to both the coastline and the SST front (Fig. S9g). In SMTHG, the location of cyclones

is rather unchanged compared to CNTL (Fig. S9), but cyclones propagate over a considerably weaker SST front. However, for

cyclones in C3, the temperature gradient at 850 is approximately the same as in CNTL (compare Figs. S11 g-i with S12 g-i),265

indicating the dominant role of the land-sea contrast to enhance low-level baroclinicity and hence cyclone intensification.
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What if the SST fronts are smoothed?
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Figure 5. Pressure tendency (hPa h�1) for the three categories relative to the time of maximum intensification for (a) CNTL and (b) SMTHG.

Lines indicate the median and the shading the interquartile range. (c) Medians of the pressure tendency (hPa h�1) for the three categories

relative to the time of maximum intensification for CNTL (solid lines) and SMTHG (dashed lines). (d-f) As (a-c), but for the North Pacific.

75-100th percentile (not shown) of C3. Moreover, we notice that the median (50th percentile) of C2 is always above the ones

for C1 and C3 during the 48 hour time period in both experiments for the Gulf Stream region, indicating a clear tendency for

higher intensification in C1 and C3, compared to C2. In SMTHG, cyclones intensify similarly fast as in CNTL (Fig. 5a,b). In

particular, cyclones of C3 experience only a slightly weaker intensification in SMTHG, although the SST front that they cross

is barely existing in SMTHG.255

These results support the findings of TSSa, who related the intensification of cyclones in the Gulf Stream region to the

low-level baroclinicity associated with the land-sea contrast, hypothesising that a strong SST gradient only weakly modifies

the deepening of the cyclones. To further clarify the potential role of the land-sea contrast and the SST front on cyclone

intensification, we present cyclone-relative composites for the three categories. In CNTL, cyclones in C1 are associated with

stronger low-level baroclinicity, i.e., a stronger temperature gradient at 850 hPa, compared to C2 (Fig. S11), because cyclones260

in C1 propagate close to the United States coast. Cyclones in C2, however, are characterised by a more maritime propagation

(Fig. S9 c,e). Cyclones in C3 are associated with an equally strong temperature gradient at 850 hPa (Fig. S11 g-i) as in C1,

even though cyclones propagate close to both the coastline and the SST front (Fig. S9g). In SMTHG, the location of cyclones

is rather unchanged compared to CNTL (Fig. S9), but cyclones propagate over a considerably weaker SST front. However, for

cyclones in C3, the temperature gradient at 850 is approximately the same as in CNTL (compare Figs. S11 g-i with S12 g-i),265

indicating the dominant role of the land-sea contrast to enhance low-level baroclinicity and hence cyclone intensification.
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higher intensification in C1 and C3, compared to C2. In SMTHG, cyclones intensify similarly fast as in CNTL (Fig. 5a,b). In

particular, cyclones of C3 experience only a slightly weaker intensification in SMTHG, although the SST front that they cross

is barely existing in SMTHG.255

These results support the findings of TSSa, who related the intensification of cyclones in the Gulf Stream region to the

low-level baroclinicity associated with the land-sea contrast, hypothesising that a strong SST gradient only weakly modifies

the deepening of the cyclones. To further clarify the potential role of the land-sea contrast and the SST front on cyclone

intensification, we present cyclone-relative composites for the three categories. In CNTL, cyclones in C1 are associated with

stronger low-level baroclinicity, i.e., a stronger temperature gradient at 850 hPa, compared to C2 (Fig. S11), because cyclones260

in C1 propagate close to the United States coast. Cyclones in C2, however, are characterised by a more maritime propagation

(Fig. S9 c,e). Cyclones in C3 are associated with an equally strong temperature gradient at 850 hPa (Fig. S11 g-i) as in C1,

even though cyclones propagate close to both the coastline and the SST front (Fig. S9g). In SMTHG, the location of cyclones

is rather unchanged compared to CNTL (Fig. S9), but cyclones propagate over a considerably weaker SST front. However, for

cyclones in C3, the temperature gradient at 850 is approximately the same as in CNTL (compare Figs. S11 g-i with S12 g-i),265

indicating the dominant role of the land-sea contrast to enhance low-level baroclinicity and hence cyclone intensification.

11

Tsopouridis, Spengler, and Spensberger (2021)

What if the SST fronts are smoothed?

AFES simulations with realistic SST 
(CNTL) and smoothed SST in either 

Kuroshio or Gulf Stream
SST in CNTL and smooth experiment

Pressure tendency
Control

Smooth

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

-24 -18 -12 -6 0 6 12 18 24
1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

-24 -18 -12 -6 0 6 12 18 24
1.50

-24 -18 -12 -6 0 6 12 18 24
1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

-1
Pr

es
su

re
Te

nd
en

cy
(h

Pa
h

)
-1

Pr
es

su
re

Te
nd

en
cy

(h
Pa

h
)

C1
C2
C3

Time (h)

-24 -18 -12 -6 0 6 12 18 24
1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50
C1
C2
C3

C1
C2
C3

SMTHKCNTL

-24 -18 -12 -6 0 6 12 18 24
1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

-24 -18 -12 -6 0 6 12 18 24
1.50

1.25

1.00

0.75

0.50

0.25

0.00

0.25

0.50

Time (h)

(a) (b) (c)

(d) (e) (f)

Figure 5. Pressure tendency (hPa h�1) for the three categories relative to the time of maximum intensification for (a) CNTL and (b) SMTHG.

Lines indicate the median and the shading the interquartile range. (c) Medians of the pressure tendency (hPa h�1) for the three categories

relative to the time of maximum intensification for CNTL (solid lines) and SMTHG (dashed lines). (d-f) As (a-c), but for the North Pacific.
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for C1 and C3 during the 48 hour time period in both experiments for the Gulf Stream region, indicating a clear tendency for

higher intensification in C1 and C3, compared to C2. In SMTHG, cyclones intensify similarly fast as in CNTL (Fig. 5a,b). In

particular, cyclones of C3 experience only a slightly weaker intensification in SMTHG, although the SST front that they cross

is barely existing in SMTHG.255

These results support the findings of TSSa, who related the intensification of cyclones in the Gulf Stream region to the

low-level baroclinicity associated with the land-sea contrast, hypothesising that a strong SST gradient only weakly modifies

the deepening of the cyclones. To further clarify the potential role of the land-sea contrast and the SST front on cyclone

intensification, we present cyclone-relative composites for the three categories. In CNTL, cyclones in C1 are associated with

stronger low-level baroclinicity, i.e., a stronger temperature gradient at 850 hPa, compared to C2 (Fig. S11), because cyclones260

in C1 propagate close to the United States coast. Cyclones in C2, however, are characterised by a more maritime propagation

(Fig. S9 c,e). Cyclones in C3 are associated with an equally strong temperature gradient at 850 hPa (Fig. S11 g-i) as in C1,

even though cyclones propagate close to both the coastline and the SST front (Fig. S9g). In SMTHG, the location of cyclones

is rather unchanged compared to CNTL (Fig. S9), but cyclones propagate over a considerably weaker SST front. However, for

cyclones in C3, the temperature gradient at 850 is approximately the same as in CNTL (compare Figs. S11 g-i with S12 g-i),265

indicating the dominant role of the land-sea contrast to enhance low-level baroclinicity and hence cyclone intensification.
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where the hat denotes Fourier transformed variables, k
is the zonal wavenumber, and s is the wave frequency.
The nondimensionalized v and potential vorticity (PV)
equations can then be expressed as
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whereQ5Qlh1Qsf is the diabatic heating rate divided by
pressure, representing both latent heating Qlh and heating
associated with surface sensible heat fluxes Qsf, S is the
basic-state static stability as defined inHS19, l is the basic-
state vertical wind shear, and u(p)5l(pb 2 p)1 u0 is the
basic-state zonal wind (arrows in Fig. 1a). The set of
equations is completedwith the boundary conditions v̂5 0
at pt and pb together with the thermodynamic equation
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where pt and pb are the pressure at the top and bottom of
the domain, respectively.

For simplicity, we assume constant S and l. Note that
Mak (1998) prescribed S as a step function with a smaller
value in the lowest layer. Our choice of a constant S is
based on the argument that in the presence of latent
heating, the effective static stability not only reduces in
the surface flux layer but also in the latent heating layer
where parcel displacements are nearly moist adiabatic
(HS19). Furthermore, the effect of reduced stratification
related to moist processes and surface fluxes is incor-
porated partially through the diabatic heating (see HS19
for further clarification). Following HS19, we refer to
dc/dp, which is proportional to the negative density
perturbation, as temperature, and choose representable
model parameters for large-scale midlatitude flow (see
Table 1). The only difference from Mak (1994) and
HS19 is a uniform increase of u by u0 5 4m s21, con-
sistent with the surface flux implementation introduced
by Mak (1998), whereas the differences from Mak
(1998) are in S (as noted above), l, and pt.

b. Parameterization of latent heating

Following Mak (1994), latent heating divided by pres-
sure is proportional to upward motion at the bottom of
the latent heating layer and is parameterized as

Q̂
lh
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2
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FIG. 1. Schematic of (a) the linearly increasing zonal wind with decreasing pressure (black arrows) and vertical profiles of latent heating
(red) and surface fluxes (gray) and (b) vertical and zonal locations of downward surface sensible heat fluxes relative to the area of latent
heating for the formulations based on Ts [(8), red], ys [(9), blue], and v* [(11), gray]. Black dashed lines in (a) indicate heating boundaries
where internal diabatically produced PV can form. Gray dot–dashed and dashed lines in (b) respectively indicate the location of the
surface fluxes based on a 1908 and 2 908 zonal phase shift relative to v*.

TABLE 1. Nondimensional values ofmodel parameters. Value fromHS19 (Mak 1998) is indicated in parentheses (square brackets) if different
from this study. See Mak (1998) for a detailed description of S.

Parameter S l u0 f pt pb

Nondimensional value 4 [*] 3.5 [5.0] 0.4 (0.0) 1 0.15 [0.0] 1
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PV anomaly that suppresses the existing surface PV
anomaly. The contribution from the diabatic tendency
associated with surface fluxes is therefore decreasing
the dominance of the surface PV anomaly relative
to the other PV anomalies.
The increasing dominance of the PV anomaly at the

bottom of the latent heating layer relative to the sur-
face PV anomaly is depicted in Fig. 4a, where the
vertical integral of maximum PV across the bottom of
the latent heating layer (red dots) becomes larger than
the integral of maximum PV around the surface (black
dots) when surface fluxes based on Ts and ys are in-
cluded. As a positive PV anomaly is associated with
warm air above and cold air below (Hoskins et al.
1985), the decreased dominance of the surface PV
anomaly relative to the PV anomaly at the bottom of
the latent heating layer is consistent with a weakening

of the positive temperature anomalies below 900 hPa
(Figs. 3c,d).
Although the diabatic PV tendency suppresses the

surface PV anomaly, the positive contribution from
meridional advection of basic-state PV dominates
over the diabatic contribution (not shown), resulting
in net amplification of the surface PV anomaly. The
dominance of meridional advection also ensures that
the surface PV anomaly remains phase locked and is
advected downstream. This is even the case when the
negative diabatic tendency is located downstream of
the surface PV, opposing its downstream propagation,
as in the formulation based on ys (Fig. 3d).

4) COMPONENTS OF VERTICAL MOTION

To study the impact of surface fluxes on vertical mo-
tion, we split v into components due to the dynamic and

FIG. 3. Temperature (shading), meridional wind (yellow contours), latent heating (black contours), and heating from surface sensible
heat fluxes (gray contours) for the most unstable solution (a) without diabatic heating (Eady), (b) with latent heating only (lh), and with
latent heating and surface fluxes, where the surface fluxes are either formulated with respect to (c) Ts or (d) ys. Dark (light) gray dots show
position of maximum (minimum) PV anomalies at the four interfaces. Plus and minus symbols showmaxima and minima of PV tendency
due to either diabatic forcing (nonrotated 1 and 2 symbols) or meridional advection of basic-state PV (rotated 1 and 2 symbols),
respectively, which overlap at the surface in (d).
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Direct and indirect effect of surface fluxes on cyclones

Eady model with latent heat release and 
effect of surface sensible heat fluxes

Streamfunction (yellow contour), PV (circles), 
temperature (shading), diabatic heating (black contour) 
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where the hat denotes Fourier transformed variables, k
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where pt and pb are the pressure at the top and bottom of
the domain, respectively.

For simplicity, we assume constant S and l. Note that
Mak (1998) prescribed S as a step function with a smaller
value in the lowest layer. Our choice of a constant S is
based on the argument that in the presence of latent
heating, the effective static stability not only reduces in
the surface flux layer but also in the latent heating layer
where parcel displacements are nearly moist adiabatic
(HS19). Furthermore, the effect of reduced stratification
related to moist processes and surface fluxes is incor-
porated partially through the diabatic heating (see HS19
for further clarification). Following HS19, we refer to
dc/dp, which is proportional to the negative density
perturbation, as temperature, and choose representable
model parameters for large-scale midlatitude flow (see
Table 1). The only difference from Mak (1994) and
HS19 is a uniform increase of u by u0 5 4m s21, con-
sistent with the surface flux implementation introduced
by Mak (1998), whereas the differences from Mak
(1998) are in S (as noted above), l, and pt.

b. Parameterization of latent heating

Following Mak (1994), latent heating divided by pres-
sure is proportional to upward motion at the bottom of
the latent heating layer and is parameterized as
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FIG. 1. Schematic of (a) the linearly increasing zonal wind with decreasing pressure (black arrows) and vertical profiles of latent heating
(red) and surface fluxes (gray) and (b) vertical and zonal locations of downward surface sensible heat fluxes relative to the area of latent
heating for the formulations based on Ts [(8), red], ys [(9), blue], and v* [(11), gray]. Black dashed lines in (a) indicate heating boundaries
where internal diabatically produced PV can form. Gray dot–dashed and dashed lines in (b) respectively indicate the location of the
surface fluxes based on a 1908 and 2 908 zonal phase shift relative to v*.
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PV anomaly that suppresses the existing surface PV
anomaly. The contribution from the diabatic tendency
associated with surface fluxes is therefore decreasing
the dominance of the surface PV anomaly relative
to the other PV anomalies.
The increasing dominance of the PV anomaly at the

bottom of the latent heating layer relative to the sur-
face PV anomaly is depicted in Fig. 4a, where the
vertical integral of maximum PV across the bottom of
the latent heating layer (red dots) becomes larger than
the integral of maximum PV around the surface (black
dots) when surface fluxes based on Ts and ys are in-
cluded. As a positive PV anomaly is associated with
warm air above and cold air below (Hoskins et al.
1985), the decreased dominance of the surface PV
anomaly relative to the PV anomaly at the bottom of
the latent heating layer is consistent with a weakening

of the positive temperature anomalies below 900 hPa
(Figs. 3c,d).
Although the diabatic PV tendency suppresses the

surface PV anomaly, the positive contribution from
meridional advection of basic-state PV dominates
over the diabatic contribution (not shown), resulting
in net amplification of the surface PV anomaly. The
dominance of meridional advection also ensures that
the surface PV anomaly remains phase locked and is
advected downstream. This is even the case when the
negative diabatic tendency is located downstream of
the surface PV, opposing its downstream propagation,
as in the formulation based on ys (Fig. 3d).

4) COMPONENTS OF VERTICAL MOTION

To study the impact of surface fluxes on vertical mo-
tion, we split v into components due to the dynamic and

FIG. 3. Temperature (shading), meridional wind (yellow contours), latent heating (black contours), and heating from surface sensible
heat fluxes (gray contours) for the most unstable solution (a) without diabatic heating (Eady), (b) with latent heating only (lh), and with
latent heating and surface fluxes, where the surface fluxes are either formulated with respect to (c) Ts or (d) ys. Dark (light) gray dots show
position of maximum (minimum) PV anomalies at the four interfaces. Plus and minus symbols showmaxima and minima of PV tendency
due to either diabatic forcing (nonrotated 1 and 2 symbols) or meridional advection of basic-state PV (rotated 1 and 2 symbols),
respectively, which overlap at the surface in (d).

SEPTEMBER 2020 HAUALAND AND S PENGLER 3217

���8�21��3/��10�:�6��46�010���� ��� � 	
���������

Direct and indirect effect of surface fluxes on cyclones

Eady model with latent heat release and 
effect of surface sensible heat fluxes

Streamfunction (yellow contour), PV (circles), 
temperature (shading), diabatic heating (black contour) 

Surface sensible heat fluxes detrimental to growth Negative effect readily overcompensated by additional 
latent heating originating from latent heat fluxes

Direct effect Indirect effect



with time as the cyclones propagate meridionally during
the integration.

e. Energy analysis

We use the energy framework of Lorenz (1955) to diagnose
the cyclone evolution,
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where AE is the eddy available potential energy (EAPE);
KE is the eddy kinetic energy (EKE); CA and GE are the
baroclinic and diabatic production term, respectively; CE is
the conversion from AE to KE; CK is the barotropic con-
version from zonal kinetic energy; and RAE

and RKE
are

residual terms.
As we are interested in the processes within a limited re-

gion around the developing cyclone, we define the cyclone-
averaged eddy available potential energyAE and eddy kinetic
energy KE,
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where u and y are the horizontal velocity components, T is
the temperature, p is the pressure, and pb 5 950 hPa and
pt 5 100 hPa are the bottom and top vertical boundaries for
the calculation, respectively. For any arbitrary variable f,
[f] denotes the zonal average, f* the eddy component,
defined as the deviation from the zonal average (f5 [f] 1
f*), f the horizontal average over the entire domain, and
f0 the deviation from the domain average. The term
s5 g[T/cp 2 (p/Rd)(›T/›p)] is proportional to the domain-
average static stability with g, cp, and Rd being the gravi-
tational acceleration, heat capacity of dry air at constant
pressure, and gas constant of dry air, respectively. The
superscript fcyc denotes that the average is taken within an
averaging box around the cyclone.

We choose the size of the averaging box as large as
possible so that the influence of the boundaries is minimal.
However, the domain cannot be too large either as it would
otherwise overlap with the environment of the down-
stream cyclone. Thus, we choose an averaging box of
2000 km 3 2000 km, motivated by the distance between the
primary cyclone and the downstream cyclone of about
4000 km.

Due to their importance in assessing the differences in the
development, we mainly focus on the baroclinic (CA) and the
diabatic production terms (GE),

C
A
52

ðpb

pt

(T*y*)

s

›[T]

›y
dp

cyc

2
ðpb

pt

(T*y*)

pk

›

›p

"
[T]

pk

s

#
dp

cyc

,

(9)

FIG. 2. Meridional profiles of the zonally uniform SST for the three
series of sensitivity experiments.
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is a common choice for idealized studies and aims to sim-
plify the model physics while retaining the essential pro-
cesses for the development of extratropical cyclones (e.g.,
Schemm et al. 2013; Tierney et al. 2018). The zonally uni-
form sea surface temperature is prescribed at the lower
boundary and is not altered in time. The complete list of
physical parameterizations is provided in Table 1.

All experiments are integrated for 5 days with a time step of
40 s. The model output is stored every 3 h and interpolated to
pressure levels every 50 hPa from 100 to 1000 hPa. For our
analysis, we track the center of the primary cyclone using
minimum eddy sea level pressure, which is defined as the sea
level pressure minus its zonal mean.

a. Basic-state initialization

The idealized initial conditions are derived from a pre-
scribed jet stream using the thermal wind equation (Terpstra
and Spengler 2015). Compared to methods prescribing a
temperature field (e.g., Schemm et al. 2013), this method has
the advantage that the zonal wind can be limited in the vertical
to reduce the interference with the boundary condition at the
model top. However, this method demands a careful choice of
background stratification and shape of the jet due to the me-
ridional variation of tropospheric stratification [N2 5 (g/
u)(›u/›z)] being proportional to the second derivative of zonal
wind with respect to the height (›N2/›y } ›2u/›z2).

Thus, we chose a jet profile with a constant vertical shear
below the tropopause to ensure the tropospheric N2 to be
constant (see the appendix for details and Table 2 for the pa-
rameters used). The jet is moderately strong with a maximum
of 50m s21 at 8 km altitude in the center of the domain
(Fig. 1a). From south to north, the altitude of the tropopause
and the surface temperature decrease by about 4 km and 15K
across the domain, respectively (Fig. 1a).

The moisture is initialized similarly to Terpstra et al. (2015)
by specifying a vertical distribution of relative humidity,

rh(z)5 rh0 exp

!
20:5

"
z

z
rh

#n$
, (1)

where the maximum relative humidity at the surface rh0 5
80%, the scaling height zrh5 8 km, and the decaying parameter
n5 4. This relative humidity distribution results in a maximum
water vapor mixing ratio of about 12 g kg21 near the surface on
the southern side of the jet. The mixing ratio decreases
northward and with height (Fig. 1a).

b. Initial perturbation

We define the initial perturbation by introducing a finite
pressure perturbation

FIG. 1. Initial conditions: (a) zonal wind field (shading, m s21),
potential temperature (thin black contours, from 280 to 765 K
by 5 K), water vapor mixing ratio (dashed blue contours, from
1 to 12 g kg21 by 1 g kg21), tropopause (thick green line, lapse
rate 5 2 K km21), and the dynamic tropopause [thick black
line, 2 PVU surface (1 PVU 5 1026 K m2 kg s21)]; (b) pressure
perturbation (contours every 20 Pa from 2180 to 220 Pa) and
zonal wind perturbation (shading, m s21); (c) potential tem-
perature perturbation (K); (d) potential vorticity perturbation
(PVU); (e) the sea surface temperature of CTL. The plotted
domain is 3000 km, which is half of the original domain.

TABLE 3. Overview of the baseline experiments.

Expt LH flux SH flux

CTL Yes Yes
NoFx No No
LHFx Yes No
SHFx No Yes
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45 h, the mixing ratio in the lower airstream decreases con-
comitantly with an increase of mixing ratio in the upper layer.
The latter implies an exchange of moisture between the layers
due to vertical mixing. After 48 h, both airstreams feature a
significant reduction in mixing ratio, which is associated with
condensation. The condensation is also clearly visible in the
dramatic and proportional increase of potential tempera-
ture (Fig. 6c).

The potential temperature of both airstreams decreases
slightly from 42 h until they ascend around 49 h, which is
associated with the downward sensible heat flux (Fig. 6c).
This cooling is also responsible for the dampening effect on
cyclone development associated with the sensible heat flux.
We notice that the lower airstream has a lower initial po-
tential temperature, but ascends faster and gains a higher
potential temperature compared to the upper airstream.
This is consistent with the lower airstream featuring a higher
overall loss of mixing ratio (Fig. 6b), which implies a higher
release of latent heat and warming (Fig. 6c).

The pathway of the ‘‘beneficial moisture’’ agrees to some
extent with Hirata et al. (2015), but due to the northerly and
easterly wind they attribute the low-level airflow into the
region of diabatic heating to originate from the cold con-
veyor belt. This attribution is most likely misleading, as the
airflow into the heating relevant to the energetics of the
cyclone in the warm sector is slightly from the south, which
is also evident in their Figs. 9 and 10. Thus, instead of fo-
cusing on the cold conveyor belt, the airstream feeding the
warm conveyor belt should be considered, which usually
does not include air masses that originated from the cold
conveyor belt.

5. SST sensitivity experiments

a. Relative role of absolute SST and the SST gradient

Similar to the baseline experiments, the cyclones move
eastward and slightly to the south during the first 24 h be-
fore they propagate more northward at the beginning of
the deepening phase. Thus, the absolute SST under the
cyclone first increases and thereafter decreases, though the
rapidity of this change depends on the strength of the SST
gradient (Figs. 7a–c). As the differences in the latent heat
flux are largely determined by the underlying SST, we
categorize the experiments into groups of high SST (orange
and red lines in Fig. 7) and low SST (blue and purple lines in
Fig. 7), depending on if the maximum absolute SST un-
derneath the cyclone exceeds that of the CTL experiment
(168C) or not.

Consistent with the results of the baseline experiments,
the evolution of SLP and KE can be mainly attributed to
the moisture influx determined by the accumulated latent
heat flux that is associated with the absolute SST through
the Clausius–Clapeyron relation. This is evident in the
strong relationship between absolute SST underneath the
cyclone 24 h prior to the fastest deepening and the subse-
quent intensification of the cyclone (cf. Figs. 7a–i). Hence,
high SST cyclones become more intense and deepen faster

than low SST cyclones (Figs. 7d–i), with all high SST cy-
clones being explosive, meaning that the central SLP drops
at least 24 hPa in 24 h (Sanders and Gyakum 1980).

The minimum SLP in the low SST experiments is about
6–10 hPa higher compared to CTL, while the minimum SLP
in the high SST experiments is about 4–12 hPa lower com-
pared to CTL (Figs. 7d–f). After the cyclones matured
around day 2 to 3, the intensity of the low SST cyclones
remains mostly unchanged, while the high SST cyclones,
except for P1 1000 km, decay with continuously increasing
SLP (Figs. 7d–f).

The KE evolution is similar to the evolution of the SLP,
with the high SST cyclones growing faster and decaying
after around day 3 (Figs. 7g–i), except for P 1 1000 km,
where KE is damped about 2 days initially but continues to
increase until the end of the integration. KE of the low SST
cyclones, on the other hand, maintains its magnitude or
even continues to grow until the end of the integration
(Figs. 7g–i).

The evolution of GE for the low SST cyclones is similar
to that of CTL, which has two peaks at around day 1.5 and
day 3 (cf. Fig. 3c with Figs. 7g–i). On the other hand, the
first peak in GE for high SST cyclones is about 2 times
greater than that of low SST cyclones in the absolute SST
and SST gradient experiments. For P 1 1000 km, the first
peak of GE is about half a day delayed compared to other
high SST cases, but also marks the period when the fastest
deepening occurs.

In addition to the absolute SST, the SST gradient can
also play a role in the growth of KE, with the fastest
growth occurring in the experiment with the strongest SST
gradient (G*4). The high CA suggests that the SST gradient
can enhance the baroclinicity that is then converted to KE.

FIG. 8. Scatterplot of the maximum deepening rate (hPa h21)
against the SST (symbols) underneath the cyclone’s core 24 h prior
to the fastest deepening. The short solid lines indicate the SST
differences 80 km across the cyclone core, indicating the strength of
the SST gradient. The blue and red solid lines are the linear re-
gressions for cases that deepen slower or faster than the NoFx
experiment.
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with time as the cyclones propagate meridionally during
the integration.

e. Energy analysis

We use the energy framework of Lorenz (1955) to diagnose
the cyclone evolution,

›A
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›t
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1G

E
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E
1R

AE
, (5)
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where AE is the eddy available potential energy (EAPE);
KE is the eddy kinetic energy (EKE); CA and GE are the
baroclinic and diabatic production term, respectively; CE is
the conversion from AE to KE; CK is the barotropic con-
version from zonal kinetic energy; and RAE

and RKE
are

residual terms.
As we are interested in the processes within a limited re-

gion around the developing cyclone, we define the cyclone-
averaged eddy available potential energyAE and eddy kinetic
energy KE,
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where u and y are the horizontal velocity components, T is
the temperature, p is the pressure, and pb 5 950 hPa and
pt 5 100 hPa are the bottom and top vertical boundaries for
the calculation, respectively. For any arbitrary variable f,
[f] denotes the zonal average, f* the eddy component,
defined as the deviation from the zonal average (f5 [f] 1
f*), f the horizontal average over the entire domain, and
f0 the deviation from the domain average. The term
s5 g[T/cp 2 (p/Rd)(›T/›p)] is proportional to the domain-
average static stability with g, cp, and Rd being the gravi-
tational acceleration, heat capacity of dry air at constant
pressure, and gas constant of dry air, respectively. The
superscript fcyc denotes that the average is taken within an
averaging box around the cyclone.

We choose the size of the averaging box as large as
possible so that the influence of the boundaries is minimal.
However, the domain cannot be too large either as it would
otherwise overlap with the environment of the down-
stream cyclone. Thus, we choose an averaging box of
2000 km 3 2000 km, motivated by the distance between the
primary cyclone and the downstream cyclone of about
4000 km.

Due to their importance in assessing the differences in the
development, we mainly focus on the baroclinic (CA) and the
diabatic production terms (GE),
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FIG. 2. Meridional profiles of the zonally uniform SST for the three
series of sensitivity experiments.
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is a common choice for idealized studies and aims to sim-
plify the model physics while retaining the essential pro-
cesses for the development of extratropical cyclones (e.g.,
Schemm et al. 2013; Tierney et al. 2018). The zonally uni-
form sea surface temperature is prescribed at the lower
boundary and is not altered in time. The complete list of
physical parameterizations is provided in Table 1.

All experiments are integrated for 5 days with a time step of
40 s. The model output is stored every 3 h and interpolated to
pressure levels every 50 hPa from 100 to 1000 hPa. For our
analysis, we track the center of the primary cyclone using
minimum eddy sea level pressure, which is defined as the sea
level pressure minus its zonal mean.

a. Basic-state initialization

The idealized initial conditions are derived from a pre-
scribed jet stream using the thermal wind equation (Terpstra
and Spengler 2015). Compared to methods prescribing a
temperature field (e.g., Schemm et al. 2013), this method has
the advantage that the zonal wind can be limited in the vertical
to reduce the interference with the boundary condition at the
model top. However, this method demands a careful choice of
background stratification and shape of the jet due to the me-
ridional variation of tropospheric stratification [N2 5 (g/
u)(›u/›z)] being proportional to the second derivative of zonal
wind with respect to the height (›N2/›y } ›2u/›z2).

Thus, we chose a jet profile with a constant vertical shear
below the tropopause to ensure the tropospheric N2 to be
constant (see the appendix for details and Table 2 for the pa-
rameters used). The jet is moderately strong with a maximum
of 50m s21 at 8 km altitude in the center of the domain
(Fig. 1a). From south to north, the altitude of the tropopause
and the surface temperature decrease by about 4 km and 15K
across the domain, respectively (Fig. 1a).

The moisture is initialized similarly to Terpstra et al. (2015)
by specifying a vertical distribution of relative humidity,

rh(z)5 rh0 exp

!
20:5

"
z

z
rh

#n$
, (1)

where the maximum relative humidity at the surface rh0 5
80%, the scaling height zrh5 8 km, and the decaying parameter
n5 4. This relative humidity distribution results in a maximum
water vapor mixing ratio of about 12 g kg21 near the surface on
the southern side of the jet. The mixing ratio decreases
northward and with height (Fig. 1a).

b. Initial perturbation

We define the initial perturbation by introducing a finite
pressure perturbation

FIG. 1. Initial conditions: (a) zonal wind field (shading, m s21),
potential temperature (thin black contours, from 280 to 765 K
by 5 K), water vapor mixing ratio (dashed blue contours, from
1 to 12 g kg21 by 1 g kg21), tropopause (thick green line, lapse
rate 5 2 K km21), and the dynamic tropopause [thick black
line, 2 PVU surface (1 PVU 5 1026 K m2 kg s21)]; (b) pressure
perturbation (contours every 20 Pa from 2180 to 220 Pa) and
zonal wind perturbation (shading, m s21); (c) potential tem-
perature perturbation (K); (d) potential vorticity perturbation
(PVU); (e) the sea surface temperature of CTL. The plotted
domain is 3000 km, which is half of the original domain.

TABLE 3. Overview of the baseline experiments.

Expt LH flux SH flux

CTL Yes Yes
NoFx No No
LHFx Yes No
SHFx No Yes
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45 h, the mixing ratio in the lower airstream decreases con-
comitantly with an increase of mixing ratio in the upper layer.
The latter implies an exchange of moisture between the layers
due to vertical mixing. After 48 h, both airstreams feature a
significant reduction in mixing ratio, which is associated with
condensation. The condensation is also clearly visible in the
dramatic and proportional increase of potential tempera-
ture (Fig. 6c).

The potential temperature of both airstreams decreases
slightly from 42 h until they ascend around 49 h, which is
associated with the downward sensible heat flux (Fig. 6c).
This cooling is also responsible for the dampening effect on
cyclone development associated with the sensible heat flux.
We notice that the lower airstream has a lower initial po-
tential temperature, but ascends faster and gains a higher
potential temperature compared to the upper airstream.
This is consistent with the lower airstream featuring a higher
overall loss of mixing ratio (Fig. 6b), which implies a higher
release of latent heat and warming (Fig. 6c).

The pathway of the ‘‘beneficial moisture’’ agrees to some
extent with Hirata et al. (2015), but due to the northerly and
easterly wind they attribute the low-level airflow into the
region of diabatic heating to originate from the cold con-
veyor belt. This attribution is most likely misleading, as the
airflow into the heating relevant to the energetics of the
cyclone in the warm sector is slightly from the south, which
is also evident in their Figs. 9 and 10. Thus, instead of fo-
cusing on the cold conveyor belt, the airstream feeding the
warm conveyor belt should be considered, which usually
does not include air masses that originated from the cold
conveyor belt.

5. SST sensitivity experiments

a. Relative role of absolute SST and the SST gradient

Similar to the baseline experiments, the cyclones move
eastward and slightly to the south during the first 24 h be-
fore they propagate more northward at the beginning of
the deepening phase. Thus, the absolute SST under the
cyclone first increases and thereafter decreases, though the
rapidity of this change depends on the strength of the SST
gradient (Figs. 7a–c). As the differences in the latent heat
flux are largely determined by the underlying SST, we
categorize the experiments into groups of high SST (orange
and red lines in Fig. 7) and low SST (blue and purple lines in
Fig. 7), depending on if the maximum absolute SST un-
derneath the cyclone exceeds that of the CTL experiment
(168C) or not.

Consistent with the results of the baseline experiments,
the evolution of SLP and KE can be mainly attributed to
the moisture influx determined by the accumulated latent
heat flux that is associated with the absolute SST through
the Clausius–Clapeyron relation. This is evident in the
strong relationship between absolute SST underneath the
cyclone 24 h prior to the fastest deepening and the subse-
quent intensification of the cyclone (cf. Figs. 7a–i). Hence,
high SST cyclones become more intense and deepen faster

than low SST cyclones (Figs. 7d–i), with all high SST cy-
clones being explosive, meaning that the central SLP drops
at least 24 hPa in 24 h (Sanders and Gyakum 1980).

The minimum SLP in the low SST experiments is about
6–10 hPa higher compared to CTL, while the minimum SLP
in the high SST experiments is about 4–12 hPa lower com-
pared to CTL (Figs. 7d–f). After the cyclones matured
around day 2 to 3, the intensity of the low SST cyclones
remains mostly unchanged, while the high SST cyclones,
except for P1 1000 km, decay with continuously increasing
SLP (Figs. 7d–f).

The KE evolution is similar to the evolution of the SLP,
with the high SST cyclones growing faster and decaying
after around day 3 (Figs. 7g–i), except for P 1 1000 km,
where KE is damped about 2 days initially but continues to
increase until the end of the integration. KE of the low SST
cyclones, on the other hand, maintains its magnitude or
even continues to grow until the end of the integration
(Figs. 7g–i).

The evolution of GE for the low SST cyclones is similar
to that of CTL, which has two peaks at around day 1.5 and
day 3 (cf. Fig. 3c with Figs. 7g–i). On the other hand, the
first peak in GE for high SST cyclones is about 2 times
greater than that of low SST cyclones in the absolute SST
and SST gradient experiments. For P 1 1000 km, the first
peak of GE is about half a day delayed compared to other
high SST cases, but also marks the period when the fastest
deepening occurs.

In addition to the absolute SST, the SST gradient can
also play a role in the growth of KE, with the fastest
growth occurring in the experiment with the strongest SST
gradient (G*4). The high CA suggests that the SST gradient
can enhance the baroclinicity that is then converted to KE.

FIG. 8. Scatterplot of the maximum deepening rate (hPa h21)
against the SST (symbols) underneath the cyclone’s core 24 h prior
to the fastest deepening. The short solid lines indicate the SST
differences 80 km across the cyclone core, indicating the strength of
the SST gradient. The blue and red solid lines are the linear re-
gressions for cases that deepen slower or faster than the NoFx
experiment.
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Due to the nature of our idealized approach, there are some
caveats related to the highly idealized SST distribution, atmo-
spheric initial condition, as well as our choice of turning off radi-
ation and having a constant Coriolis parameter. However, our
findings are consistent with previous case studies using more
realistic settings (e.g., Giordani and Caniaux 2001; Booth et al.
2012; de Vries et al. 2019), which highlights that the intensifica-
tion of cyclones is more strongly dependent on absolute SST
compared to SST gradients. Our results also imply the potential
for an increase in intensification and lifetime of cyclones in a
warmer future climate with higher SST, though bearing in mind
that our simulation assumes an established upper-level baro-
clinic zone, which might be altered in a climate with different
underlying SST.
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APPENDIX

Basic-State Jet

The zonally uniform jet stream takes the form

u(y, z)5U0Wy
(y)W

z
(z*) , (A1)

where y and z are the meridional and vertical coordinates with
the origin (y5 0, z5 0) at the center of the jet core, where y5 0
is also the center of the meridional domain, andWy andWz are
the meridional and vertical weighting functions, respectively.
The transformed vertical coordinate z*(y, z) accounts for
changes in tropopause height,

z*(y, z)5 z1A tanh
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FIG. 11. Conceptual schematic of the cyclone-relative surface airstream (a) 24 h prior and
(b) at the stage of the fastest deepening. The warm and moist airstream (orange) takes up
moisture from far ahead of the cyclone (darker red section) and moves deeper into the warm
sector before ascending in the warm conveyor belt. The dry and cold airstreammoves around
the cyclone to the north of its core and descends over the higher SST, resulting in strong latent
heat fluxes. The latent heat flux (wavy arrows) in the cold sector, however, contributes
negligibly to the deepening of the cyclone.
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Due to the nature of our idealized approach, there are some
caveats related to the highly idealized SST distribution, atmo-
spheric initial condition, as well as our choice of turning off radi-
ation and having a constant Coriolis parameter. However, our
findings are consistent with previous case studies using more
realistic settings (e.g., Giordani and Caniaux 2001; Booth et al.
2012; de Vries et al. 2019), which highlights that the intensifica-
tion of cyclones is more strongly dependent on absolute SST
compared to SST gradients. Our results also imply the potential
for an increase in intensification and lifetime of cyclones in a
warmer future climate with higher SST, though bearing in mind
that our simulation assumes an established upper-level baro-
clinic zone, which might be altered in a climate with different
underlying SST.
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APPENDIX

Basic-State Jet

The zonally uniform jet stream takes the form

u(y, z)5U0Wy
(y)W

z
(z*) , (A1)

where y and z are the meridional and vertical coordinates with
the origin (y5 0, z5 0) at the center of the jet core, where y5 0
is also the center of the meridional domain, andWy andWz are
the meridional and vertical weighting functions, respectively.
The transformed vertical coordinate z*(y, z) accounts for
changes in tropopause height,

z*(y, z)5 z1A tanh
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FIG. 11. Conceptual schematic of the cyclone-relative surface airstream (a) 24 h prior and
(b) at the stage of the fastest deepening. The warm and moist airstream (orange) takes up
moisture from far ahead of the cyclone (darker red section) and moves deeper into the warm
sector before ascending in the warm conveyor belt. The dry and cold airstreammoves around
the cyclone to the north of its core and descends over the higher SST, resulting in strong latent
heat fluxes. The latent heat flux (wavy arrows) in the cold sector, however, contributes
negligibly to the deepening of the cyclone.
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Isentropic slope S ≡|∇θ z|

Diabatic: 
steepening of surface

Tilting: 
conversion of APE to EKE

Papritz and Spengler (2015)
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Conclusions

Extratropical cyclones mainly 
influenced indirectly by surface fluxes 
through changes in latent heat release 

associated with SST downstream 

Climatological differences when 
smoothing SST mainly attributable 

to absence of cyclones

Diabatic frontogenesis along 
SST front mainly in absence 

of atmospheric fronts

Atmosphere-Ocean interactions occur on sub-weekly 
timescales. Cold air outbreaks play a significant role in 

sensible and latent heat exchange
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Figure 7. (a) Climatological latent (shading, W m�2) and sensible heat fluxes (contours, W m�2) for the North Atlantic for CNTL. (b)

Statistically significant (>95%, based on the t-test) difference of the heat flux climatologies between SMTHG and CNTL (SMTHG-CNTL)

for latent (shading) and sensible heat fluxes (grey contours, interval: 10 W m�2, zero contour omitted). (c,d) As (b) but separated for fluxes

within (c) and outside (d) a radius of 750 km around a cyclone centre. (e-h) As (a-d), but for the North Pacific.

Figure 8. (a) Climatological large-scale precipitation (shading, mm day�1) and convective precipitation (grey contours, interval: 1, mm

day�1, zero contour omitted) for the North Atlantic for CNTL. (b) Statistically significant (>95%) difference of precipitation climatologies

between SMTHG and CNTL (SMTHG-CNTL) for large-scale (shading) and convective precipitation (grey contours, interval: 1, mm day�1,

zero contour omitted). (c,d) As (b) but separated for large-scale and convective precipitation within (c) and outside (d) a radius of 750 km

around a cyclone centre. (e-h) As (a-d), but for the North Pacific.
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Tsopouridis, Spengler, and Spensberger (2021)

Surface sensible (contour) and latent 
(shading) heat fluxes in CNTL

Difference in surface fluxes (and convection) CNTL-SMTH are 
mainly attributable to no-cyclone conditions

What if the SST fronts are smoothed?
Difference in surface fluxes Cyclones present No cyclones present 



FIG. 4. Frontal detection based on potential temperature. (a) Frequency of occurrence of fronts m/M. (middle) Contributions to the
climatological mean when a front is not detected: (b) adiabatic frontogenesis Fad

no
and (c) diabatic frontogenesis Fdi

no
. (bottom)

Contributions to the climatological mean when a front is detected: (d) adiabatic frontogenesis Fad
fr
and (e) diabatic frontogenesis Fdi

fr
.

The sum of (b) and (d) is the climatological mean frontogenesis at 950 hPa associated with deformation. The sum of (c) and (e) is the
climatological mean frontogenesis at 950 hPa associated with differential heating. Note that the color scales are nonlinear. In (b)–(e) the
units are 10210 K (m s)21 ’ K (100 km)21 (day)21. Black contours in all panels are SST isotherms with a contour interval of 5K.
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or not a front was detected at a point. None of the results were
sensitive to the definition of a front.

The climatological mean potential temperature gradient was
divided into parts attributable to timeswhen fronts were detected
at a point and times when they were not. The part attributable to
the timeswith fronts ismore focusedon the SST front but weaker
than that attributable to timeswithout fronts. Thus, timeswithout
fronts contribute the greater part of the climatological low-level
baroclinicity in the neighborhood of the SST front.

When a front is detected at a point, adiabatic frontogenesis is
far more important than diabatic frontogenesis. This is a result
foreshadowed by consideration of the ratio of the adiabatic to
diabatic terms in the frontogenesis function, which is directly
proportional to the magnitude of the potential temperature
gradient and inversely proportional to the magnitude of the
diabatic heating gradient across the baroclinic zone.Moreover,

the adiabatic frontogenesis is mainly due to deformation as the
contribution from convergence is nearly an order of magnitude
smaller. The pattern of adiabatic frontogenesis has a broad
maximum in the western North Atlantic associated with the
regular occurrence of cyclones along the storm track, whereas
the diabatic frontogenesis is weakly positive over the SST front
and negative on either side.

When a front is not detected at a point, the adiabatic
frontogenesis (which is again mainly due to deformation)
is weaker and broader than when a front is detected. The
diabatic frontogenesis is, however, relatively strong along the
SST front, with comparable frontolysis on the equatorward
side. Differential surface sensible heating affects atmospheric
fronts directly through the diabatic frontogenesis and indi-
rectly through the adiabatic frontogenesis as the deformation
amplifies the direct effect. This combination of adiabatic

FIG. 10. Two-dimensional circular vortex model solution with g 5 2p/12, y0 5 21500 km, and c 5 2.5m s21.
Potential temperature u (black, contour interval: 2 K), sea surface temperature TS (red, contour interval: 2 K) and
u 2 TS 5 0 (green). (a) 0 h. Streamfunction c (brown, contour interval: 2 3 105m2 s21, dashed lines negative).
(b) 96 h. Frontogenesis function Dj=uj/Dt (blue). (c) 144 h. Adiabatic frontogenesis function Fad (blue). (d) 144 h.
Diabatic frontogenesis function Fdi (blue). (b)–(d) Contour interval: 4 3 10211 K (m s)21, with dashed lines neg-
ative and zero contour suppressed.
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Reeder, Spensberger, and Spengler (2021)

What about fronts?

Frontal frequency and 
climatological contributions 

to frontogenesis

FIG. 4. Frontal detection based on potential temperature. (a) Frequency of occurrence of fronts m/M. (middle) Contributions to the
climatological mean when a front is not detected: (b) adiabatic frontogenesis Fad

no
and (c) diabatic frontogenesis Fdi

no
. (bottom)

Contributions to the climatological mean when a front is detected: (d) adiabatic frontogenesis Fad
fr
and (e) diabatic frontogenesis Fdi

fr
.

The sum of (b) and (d) is the climatological mean frontogenesis at 950 hPa associated with deformation. The sum of (c) and (e) is the
climatological mean frontogenesis at 950 hPa associated with differential heating. Note that the color scales are nonlinear. In (b)–(e) the
units are 10210 K (m s)21 ’ K (100 km)21 (day)21. Black contours in all panels are SST isotherms with a contour interval of 5K.
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Findings based on ERA-
Interim confirm idealised 

frontogenesis model


