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To the Editor — The rate of global 
mean warming has been lower over the 
past decade than previously. It has been 
argued1–5 that this observation might 
require a downwards revision of estimates 
of equilibrium climate sensitivity, that is, 
the long-term (equilibrium) temperature 
response to a doubling of atmospheric 
CO2 concentrations. Using up-to-date data 
on radiative forcing, global mean surface 
temperature and total heat uptake in the 
Earth system, we find that the global energy 
budget6 implies a range of values for the 
equilibrium climate sensitivity that is in 
agreement with earlier estimates, within 
the limits of uncertainty. The energy 
budget of the most recent decade does, 
however, indicate a lower range of values 
for the more policy-relevant7 transient 
climate response (the temperature increase 
at the point of doubling of the atmospheric 
CO2 concentration following a linear ramp 
of increasing greenhouse gas forcing) than 
the range obtained by either analysing the 
energy budget of earlier decades or current 
climate model simulations8.

The response of the climate system 
to rising greenhouse gas levels is often 
summarized in terms of the equilibrium 
climate sensitivity (ECS) or the transient 
climate response (TCR). Both quantities 
are related to the global mean temperature 
change9 ΔT, the radiative forcing change 
ΔF, and the change in the rate of the total 
increase in Earth system heat content ΔQ 
(see Supplementary Section S1), by the 
global energy budget:

(1)=ECS
F2x ΔT

ΔF–ΔQ

(2)=TCR
F2x ΔT

ΔF

where F2x is the forcing due to doubling 
atmospheric CO2 concentrations. We use 
a value of F2x of 3.44 W m–2 (with a 5–95% 
confidence interval of ±10%) from ref. 10. 
Using a higher estimate11 of 3.7 W m–2  
would shift up our estimated ranges for 
ECS and TCR, but only by about 0.1 K (see 
Supplement Section S2). Both equations (1) 
and (2) assume constant linear feedbacks 
and (2) further assumes that the ratio of 

ΔQ to ΔT for the observed period is the 
same as that at year 70 of a simulation in 
which atmospheric CO2 levels increase at 
1% per year6,12, which is approximately 
the case over the past few decades if we 
exclude periods strongly affected by 
volcanic eruptions (see Supplementary 
Fig. S2). Equation (1) provides a lower 
bound to the fully equilibrated sensitivity, 
because delayed ocean warming at high 
latitudes can mask the impact of local 
positive feedbacks13.

For ΔT, we use the HadCRUT4 
ensemble data set of surface temperatures 
averaged globally and by decade 
(Supplementary Fig. S1). For ΔQ, we 
derive annual estimates of the change in 
total heat content of the Earth system for 
the period 1970 to 2009, by combining 
data-based estimates for all the main 
components of the Earth system (ocean, 

continent, ice and atmosphere); the ocean 
component dominates the heat uptake 
(see Supplementary Section S1). For ΔF, 
we use the multi-model average of the 
CMIP5 ensemble of climate simulations10 
with emissions that follow a medium-to-
low representative concentration pathway 
(RCP4.5). We include the historic record 
from 1850–2005 and the RCP4.5 scenario 
values from 2006–2010, scaled to match 
an ensemble of possible forcing estimates 
for 2010 (see Supplementary Section S1) 
to adjust for fast feedbacks and capture 
uncertainties.

The most likely value of equilibrium 
climate sensitivity based on the energy 
budget of the most recent decade is 2.0 °C, 
with a 5–95% confidence interval of 
1.2–3.9 °C (dark red, Fig. 1a), compared 
with the 1970–2009 estimate of 1.9 °C 
(0.9–5.0 °C; grey, Fig. 1a). Including the 
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Figure 1 | Observations of the global energy budget and their implications. Observations of the global 
mean temperature change plotted against change in forcing minus heat uptake (ΔF–ΔQ) for the 
equilibrium climate sensitivity (ECS) (a) and against ΔF for the transient climate response (TCR) (b), 
for each of the four decades 1970s, 1980s, 1990s and 2000s and for the 40-year period 1970–2009. 
Ellipses represent likelihood contours enclosing 66% two-dimensional confidence regions; best-
fit points of maximum likelihood are indicated by the circles; and the curved thick and thin lines 
represent the 17–83% and 5–95% confidence intervals of the resulting one-dimensional likelihood 
profile in ECS (or TCR), respectively. All time periods are referenced to 1860–1879, including a small 
correction in ΔQ to account for disequilibrium in this reference period14. Straight contours show iso-
lines of ECS (a) and TCR (b), calculated using a best-fit value of F2x of 3.44 W m–2 (also adjusted for 
fast feedbacks)10. Uncertainty in F2x is assumed to be correlated with forcing uncertainty in long-lived 
greenhouse gases10. To avoid dependence on previous assumptions16, we report results as likelihood-
based confidence intervals.
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period from 2000 to 2009 into the 40-year 
1970–2009 period delivers a finite upper 
boundary, in contrast with earlier estimates 
calculated using the same method14. The 
range derived from the 2000s overlaps 
with estimates from earlier decades and 
with the range of ECS values from current 
climate models10 (ECS values in the CMIP5 
ensemble13 are 2.2–4.7 °C), although it 
is moved slightly towards lower values. 
Observations of the energy budget alone 
do not rule out an ECS value below 2 °C, 
but they do rule out an ECS below 1.2 °C 
with 95% confidence. The upper boundary 
is lowered slightly, but is also very sensitive 
to assumptions made in the evaluation 
process (see Supplementary Section 
S2). Uncertainties include observational 
errors and internal variability estimated 
from control simulations with general 
circulation models.

The best estimate of TCR based on 
observations of the most recent decade is 
1.3 °C (0.9–2.0 °C; dark red, Fig. 1b). This 
is lower than estimates derived from data 
of the 1990s (1.6 °C (0.9–3.1 °C); yellow, 
Fig. 1b) or for the 1970–2009 period as a 
whole (1.4 °C (0.7–2.5 °C); grey, Fig. 1b). 
However, because the most recent estimate 
has the strongest forcing and is less affected 
by the eruption of Mount Pinatubo in 1991, 
it is arguably the most reliable. Our results 
match those of other observation-based 
studies15 and suggest that the TCRs of some 
of the models in the CMIP5 ensemble10 
with the strongest climate response to 
increases in atmospheric CO2 levels may 
be inconsistent with recent observations — 
even though their ECS values are consistent 
and they agree well with the observed 
climatology. Most of the climate models 
of the CMIP5 ensemble are, however, 
consistent with the observations used here 
in terms of both ECS and TCR. We note, 
too, that caution is required in interpreting 

any short period, especially a recent one for 
which details of forcing and energy storage 
inventories are still relatively unsettled: 
both could make significant changes to the 
energy budget. The estimates of the effective 
radiative forcing by aerosols in particular 
vary strongly between model-based studies 
and satellite data. The satellite data are still 
subject to biases and provide only relatively 
weak constraints (see Supplementary 
Section S2 for a sensitivity study). ❐
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Global-mean energy budget:

= 0.75 ± 0.2 °C

= 0.65 ± 0.27 Wm-2

= 2.3 ± 1 Wm-2

(years 2000-2009 relative to 1860-1879)
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To the Editor — The rate of global 
mean warming has been lower over the 
past decade than previously. It has been 
argued1–5 that this observation might 
require a downwards revision of estimates 
of equilibrium climate sensitivity, that is, 
the long-term (equilibrium) temperature 
response to a doubling of atmospheric 
CO2 concentrations. Using up-to-date data 
on radiative forcing, global mean surface 
temperature and total heat uptake in the 
Earth system, we find that the global energy 
budget6 implies a range of values for the 
equilibrium climate sensitivity that is in 
agreement with earlier estimates, within 
the limits of uncertainty. The energy 
budget of the most recent decade does, 
however, indicate a lower range of values 
for the more policy-relevant7 transient 
climate response (the temperature increase 
at the point of doubling of the atmospheric 
CO2 concentration following a linear ramp 
of increasing greenhouse gas forcing) than 
the range obtained by either analysing the 
energy budget of earlier decades or current 
climate model simulations8.

The response of the climate system 
to rising greenhouse gas levels is often 
summarized in terms of the equilibrium 
climate sensitivity (ECS) or the transient 
climate response (TCR). Both quantities 
are related to the global mean temperature 
change9 ΔT, the radiative forcing change 
ΔF, and the change in the rate of the total 
increase in Earth system heat content ΔQ 
(see Supplementary Section S1), by the 
global energy budget:

(1)=ECS
F2x ΔT

ΔF–ΔQ

(2)=TCR
F2x ΔT

ΔF

where F2x is the forcing due to doubling 
atmospheric CO2 concentrations. We use 
a value of F2x of 3.44 W m–2 (with a 5–95% 
confidence interval of ±10%) from ref. 10. 
Using a higher estimate11 of 3.7 W m–2  
would shift up our estimated ranges for 
ECS and TCR, but only by about 0.1 K (see 
Supplement Section S2). Both equations (1) 
and (2) assume constant linear feedbacks 
and (2) further assumes that the ratio of 

ΔQ to ΔT for the observed period is the 
same as that at year 70 of a simulation in 
which atmospheric CO2 levels increase at 
1% per year6,12, which is approximately 
the case over the past few decades if we 
exclude periods strongly affected by 
volcanic eruptions (see Supplementary 
Fig. S2). Equation (1) provides a lower 
bound to the fully equilibrated sensitivity, 
because delayed ocean warming at high 
latitudes can mask the impact of local 
positive feedbacks13.

For ΔT, we use the HadCRUT4 
ensemble data set of surface temperatures 
averaged globally and by decade 
(Supplementary Fig. S1). For ΔQ, we 
derive annual estimates of the change in 
total heat content of the Earth system for 
the period 1970 to 2009, by combining 
data-based estimates for all the main 
components of the Earth system (ocean, 

continent, ice and atmosphere); the ocean 
component dominates the heat uptake 
(see Supplementary Section S1). For ΔF, 
we use the multi-model average of the 
CMIP5 ensemble of climate simulations10 
with emissions that follow a medium-to-
low representative concentration pathway 
(RCP4.5). We include the historic record 
from 1850–2005 and the RCP4.5 scenario 
values from 2006–2010, scaled to match 
an ensemble of possible forcing estimates 
for 2010 (see Supplementary Section S1) 
to adjust for fast feedbacks and capture 
uncertainties.

The most likely value of equilibrium 
climate sensitivity based on the energy 
budget of the most recent decade is 2.0 °C, 
with a 5–95% confidence interval of 
1.2–3.9 °C (dark red, Fig. 1a), compared 
with the 1970–2009 estimate of 1.9 °C 
(0.9–5.0 °C; grey, Fig. 1a). Including the 
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Figure 1 | Observations of the global energy budget and their implications. Observations of the global 
mean temperature change plotted against change in forcing minus heat uptake (ΔF–ΔQ) for the 
equilibrium climate sensitivity (ECS) (a) and against ΔF for the transient climate response (TCR) (b), 
for each of the four decades 1970s, 1980s, 1990s and 2000s and for the 40-year period 1970–2009. 
Ellipses represent likelihood contours enclosing 66% two-dimensional confidence regions; best-
fit points of maximum likelihood are indicated by the circles; and the curved thick and thin lines 
represent the 17–83% and 5–95% confidence intervals of the resulting one-dimensional likelihood 
profile in ECS (or TCR), respectively. All time periods are referenced to 1860–1879, including a small 
correction in ΔQ to account for disequilibrium in this reference period14. Straight contours show iso-
lines of ECS (a) and TCR (b), calculated using a best-fit value of F2x of 3.44 W m–2 (also adjusted for 
fast feedbacks)10. Uncertainty in F2x is assumed to be correlated with forcing uncertainty in long-lived 
greenhouse gases10. To avoid dependence on previous assumptions16, we report results as likelihood-
based confidence intervals.
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period from 2000 to 2009 into the 40-year 
1970–2009 period delivers a finite upper 
boundary, in contrast with earlier estimates 
calculated using the same method14. The 
range derived from the 2000s overlaps 
with estimates from earlier decades and 
with the range of ECS values from current 
climate models10 (ECS values in the CMIP5 
ensemble13 are 2.2–4.7 °C), although it 
is moved slightly towards lower values. 
Observations of the energy budget alone 
do not rule out an ECS value below 2 °C, 
but they do rule out an ECS below 1.2 °C 
with 95% confidence. The upper boundary 
is lowered slightly, but is also very sensitive 
to assumptions made in the evaluation 
process (see Supplementary Section 
S2). Uncertainties include observational 
errors and internal variability estimated 
from control simulations with general 
circulation models.

The best estimate of TCR based on 
observations of the most recent decade is 
1.3 °C (0.9–2.0 °C; dark red, Fig. 1b). This 
is lower than estimates derived from data 
of the 1990s (1.6 °C (0.9–3.1 °C); yellow, 
Fig. 1b) or for the 1970–2009 period as a 
whole (1.4 °C (0.7–2.5 °C); grey, Fig. 1b). 
However, because the most recent estimate 
has the strongest forcing and is less affected 
by the eruption of Mount Pinatubo in 1991, 
it is arguably the most reliable. Our results 
match those of other observation-based 
studies15 and suggest that the TCRs of some 
of the models in the CMIP5 ensemble10 
with the strongest climate response to 
increases in atmospheric CO2 levels may 
be inconsistent with recent observations — 
even though their ECS values are consistent 
and they agree well with the observed 
climatology. Most of the climate models 
of the CMIP5 ensemble are, however, 
consistent with the observations used here 
in terms of both ECS and TCR. We note, 
too, that caution is required in interpreting 

any short period, especially a recent one for 
which details of forcing and energy storage 
inventories are still relatively unsettled: 
both could make significant changes to the 
energy budget. The estimates of the effective 
radiative forcing by aerosols in particular 
vary strongly between model-based studies 
and satellite data. The satellite data are still 
subject to biases and provide only relatively 
weak constraints (see Supplementary 
Section S2 for a sensitivity study). ❐
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To the Editor — The rate of global 
mean warming has been lower over the 
past decade than previously. It has been 
argued1–5 that this observation might 
require a downwards revision of estimates 
of equilibrium climate sensitivity, that is, 
the long-term (equilibrium) temperature 
response to a doubling of atmospheric 
CO2 concentrations. Using up-to-date data 
on radiative forcing, global mean surface 
temperature and total heat uptake in the 
Earth system, we find that the global energy 
budget6 implies a range of values for the 
equilibrium climate sensitivity that is in 
agreement with earlier estimates, within 
the limits of uncertainty. The energy 
budget of the most recent decade does, 
however, indicate a lower range of values 
for the more policy-relevant7 transient 
climate response (the temperature increase 
at the point of doubling of the atmospheric 
CO2 concentration following a linear ramp 
of increasing greenhouse gas forcing) than 
the range obtained by either analysing the 
energy budget of earlier decades or current 
climate model simulations8.

The response of the climate system 
to rising greenhouse gas levels is often 
summarized in terms of the equilibrium 
climate sensitivity (ECS) or the transient 
climate response (TCR). Both quantities 
are related to the global mean temperature 
change9 ΔT, the radiative forcing change 
ΔF, and the change in the rate of the total 
increase in Earth system heat content ΔQ 
(see Supplementary Section S1), by the 
global energy budget:

(1)=ECS
F2x ΔT

ΔF–ΔQ

(2)=TCR
F2x ΔT

ΔF

where F2x is the forcing due to doubling 
atmospheric CO2 concentrations. We use 
a value of F2x of 3.44 W m–2 (with a 5–95% 
confidence interval of ±10%) from ref. 10. 
Using a higher estimate11 of 3.7 W m–2  
would shift up our estimated ranges for 
ECS and TCR, but only by about 0.1 K (see 
Supplement Section S2). Both equations (1) 
and (2) assume constant linear feedbacks 
and (2) further assumes that the ratio of 

ΔQ to ΔT for the observed period is the 
same as that at year 70 of a simulation in 
which atmospheric CO2 levels increase at 
1% per year6,12, which is approximately 
the case over the past few decades if we 
exclude periods strongly affected by 
volcanic eruptions (see Supplementary 
Fig. S2). Equation (1) provides a lower 
bound to the fully equilibrated sensitivity, 
because delayed ocean warming at high 
latitudes can mask the impact of local 
positive feedbacks13.

For ΔT, we use the HadCRUT4 
ensemble data set of surface temperatures 
averaged globally and by decade 
(Supplementary Fig. S1). For ΔQ, we 
derive annual estimates of the change in 
total heat content of the Earth system for 
the period 1970 to 2009, by combining 
data-based estimates for all the main 
components of the Earth system (ocean, 

continent, ice and atmosphere); the ocean 
component dominates the heat uptake 
(see Supplementary Section S1). For ΔF, 
we use the multi-model average of the 
CMIP5 ensemble of climate simulations10 
with emissions that follow a medium-to-
low representative concentration pathway 
(RCP4.5). We include the historic record 
from 1850–2005 and the RCP4.5 scenario 
values from 2006–2010, scaled to match 
an ensemble of possible forcing estimates 
for 2010 (see Supplementary Section S1) 
to adjust for fast feedbacks and capture 
uncertainties.

The most likely value of equilibrium 
climate sensitivity based on the energy 
budget of the most recent decade is 2.0 °C, 
with a 5–95% confidence interval of 
1.2–3.9 °C (dark red, Fig. 1a), compared 
with the 1970–2009 estimate of 1.9 °C 
(0.9–5.0 °C; grey, Fig. 1a). Including the 
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Figure 1 | Observations of the global energy budget and their implications. Observations of the global 
mean temperature change plotted against change in forcing minus heat uptake (ΔF–ΔQ) for the 
equilibrium climate sensitivity (ECS) (a) and against ΔF for the transient climate response (TCR) (b), 
for each of the four decades 1970s, 1980s, 1990s and 2000s and for the 40-year period 1970–2009. 
Ellipses represent likelihood contours enclosing 66% two-dimensional confidence regions; best-
fit points of maximum likelihood are indicated by the circles; and the curved thick and thin lines 
represent the 17–83% and 5–95% confidence intervals of the resulting one-dimensional likelihood 
profile in ECS (or TCR), respectively. All time periods are referenced to 1860–1879, including a small 
correction in ΔQ to account for disequilibrium in this reference period14. Straight contours show iso-
lines of ECS (a) and TCR (b), calculated using a best-fit value of F2x of 3.44 W m–2 (also adjusted for 
fast feedbacks)10. Uncertainty in F2x is assumed to be correlated with forcing uncertainty in long-lived 
greenhouse gases10. To avoid dependence on previous assumptions16, we report results as likelihood-
based confidence intervals.
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period from 2000 to 2009 into the 40-year 
1970–2009 period delivers a finite upper 
boundary, in contrast with earlier estimates 
calculated using the same method14. The 
range derived from the 2000s overlaps 
with estimates from earlier decades and 
with the range of ECS values from current 
climate models10 (ECS values in the CMIP5 
ensemble13 are 2.2–4.7 °C), although it 
is moved slightly towards lower values. 
Observations of the energy budget alone 
do not rule out an ECS value below 2 °C, 
but they do rule out an ECS below 1.2 °C 
with 95% confidence. The upper boundary 
is lowered slightly, but is also very sensitive 
to assumptions made in the evaluation 
process (see Supplementary Section 
S2). Uncertainties include observational 
errors and internal variability estimated 
from control simulations with general 
circulation models.

The best estimate of TCR based on 
observations of the most recent decade is 
1.3 °C (0.9–2.0 °C; dark red, Fig. 1b). This 
is lower than estimates derived from data 
of the 1990s (1.6 °C (0.9–3.1 °C); yellow, 
Fig. 1b) or for the 1970–2009 period as a 
whole (1.4 °C (0.7–2.5 °C); grey, Fig. 1b). 
However, because the most recent estimate 
has the strongest forcing and is less affected 
by the eruption of Mount Pinatubo in 1991, 
it is arguably the most reliable. Our results 
match those of other observation-based 
studies15 and suggest that the TCRs of some 
of the models in the CMIP5 ensemble10 
with the strongest climate response to 
increases in atmospheric CO2 levels may 
be inconsistent with recent observations — 
even though their ECS values are consistent 
and they agree well with the observed 
climatology. Most of the climate models 
of the CMIP5 ensemble are, however, 
consistent with the observations used here 
in terms of both ECS and TCR. We note, 
too, that caution is required in interpreting 

any short period, especially a recent one for 
which details of forcing and energy storage 
inventories are still relatively unsettled: 
both could make significant changes to the 
energy budget. The estimates of the effective 
radiative forcing by aerosols in particular 
vary strongly between model-based studies 
and satellite data. The satellite data are still 
subject to biases and provide only relatively 
weak constraints (see Supplementary 
Section S2 for a sensitivity study). ❐
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IPCC AR5 in 2013:

“Equilibrium climate sensitivity is likely in 
the range 1.5°C to 4.5°C (high confidence)... 
No best estimate for equilibrium climate 
sensitivity can now be given because of  a 
lack of  agreement on values across 
assessed lines of  evidence and studies.”

(Because other lines of evidence 
suggested ECS around 3°C)= 0.75 ± 0.2 °C

= 0.65 ± 0.27 Wm-2

= 2.3 ± 1 Wm-2

(years 2000-2009 relative to 1860-1879)
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To the Editor — The rate of global 
mean warming has been lower over the 
past decade than previously. It has been 
argued1–5 that this observation might 
require a downwards revision of estimates 
of equilibrium climate sensitivity, that is, 
the long-term (equilibrium) temperature 
response to a doubling of atmospheric 
CO2 concentrations. Using up-to-date data 
on radiative forcing, global mean surface 
temperature and total heat uptake in the 
Earth system, we find that the global energy 
budget6 implies a range of values for the 
equilibrium climate sensitivity that is in 
agreement with earlier estimates, within 
the limits of uncertainty. The energy 
budget of the most recent decade does, 
however, indicate a lower range of values 
for the more policy-relevant7 transient 
climate response (the temperature increase 
at the point of doubling of the atmospheric 
CO2 concentration following a linear ramp 
of increasing greenhouse gas forcing) than 
the range obtained by either analysing the 
energy budget of earlier decades or current 
climate model simulations8.

The response of the climate system 
to rising greenhouse gas levels is often 
summarized in terms of the equilibrium 
climate sensitivity (ECS) or the transient 
climate response (TCR). Both quantities 
are related to the global mean temperature 
change9 ΔT, the radiative forcing change 
ΔF, and the change in the rate of the total 
increase in Earth system heat content ΔQ 
(see Supplementary Section S1), by the 
global energy budget:

(1)=ECS
F2x ΔT

ΔF–ΔQ

(2)=TCR
F2x ΔT

ΔF

where F2x is the forcing due to doubling 
atmospheric CO2 concentrations. We use 
a value of F2x of 3.44 W m–2 (with a 5–95% 
confidence interval of ±10%) from ref. 10. 
Using a higher estimate11 of 3.7 W m–2  
would shift up our estimated ranges for 
ECS and TCR, but only by about 0.1 K (see 
Supplement Section S2). Both equations (1) 
and (2) assume constant linear feedbacks 
and (2) further assumes that the ratio of 

ΔQ to ΔT for the observed period is the 
same as that at year 70 of a simulation in 
which atmospheric CO2 levels increase at 
1% per year6,12, which is approximately 
the case over the past few decades if we 
exclude periods strongly affected by 
volcanic eruptions (see Supplementary 
Fig. S2). Equation (1) provides a lower 
bound to the fully equilibrated sensitivity, 
because delayed ocean warming at high 
latitudes can mask the impact of local 
positive feedbacks13.

For ΔT, we use the HadCRUT4 
ensemble data set of surface temperatures 
averaged globally and by decade 
(Supplementary Fig. S1). For ΔQ, we 
derive annual estimates of the change in 
total heat content of the Earth system for 
the period 1970 to 2009, by combining 
data-based estimates for all the main 
components of the Earth system (ocean, 

continent, ice and atmosphere); the ocean 
component dominates the heat uptake 
(see Supplementary Section S1). For ΔF, 
we use the multi-model average of the 
CMIP5 ensemble of climate simulations10 
with emissions that follow a medium-to-
low representative concentration pathway 
(RCP4.5). We include the historic record 
from 1850–2005 and the RCP4.5 scenario 
values from 2006–2010, scaled to match 
an ensemble of possible forcing estimates 
for 2010 (see Supplementary Section S1) 
to adjust for fast feedbacks and capture 
uncertainties.

The most likely value of equilibrium 
climate sensitivity based on the energy 
budget of the most recent decade is 2.0 °C, 
with a 5–95% confidence interval of 
1.2–3.9 °C (dark red, Fig. 1a), compared 
with the 1970–2009 estimate of 1.9 °C 
(0.9–5.0 °C; grey, Fig. 1a). Including the 
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Figure 1 | Observations of the global energy budget and their implications. Observations of the global 
mean temperature change plotted against change in forcing minus heat uptake (ΔF–ΔQ) for the 
equilibrium climate sensitivity (ECS) (a) and against ΔF for the transient climate response (TCR) (b), 
for each of the four decades 1970s, 1980s, 1990s and 2000s and for the 40-year period 1970–2009. 
Ellipses represent likelihood contours enclosing 66% two-dimensional confidence regions; best-
fit points of maximum likelihood are indicated by the circles; and the curved thick and thin lines 
represent the 17–83% and 5–95% confidence intervals of the resulting one-dimensional likelihood 
profile in ECS (or TCR), respectively. All time periods are referenced to 1860–1879, including a small 
correction in ΔQ to account for disequilibrium in this reference period14. Straight contours show iso-
lines of ECS (a) and TCR (b), calculated using a best-fit value of F2x of 3.44 W m–2 (also adjusted for 
fast feedbacks)10. Uncertainty in F2x is assumed to be correlated with forcing uncertainty in long-lived 
greenhouse gases10. To avoid dependence on previous assumptions16, we report results as likelihood-
based confidence intervals.
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period from 2000 to 2009 into the 40-year 
1970–2009 period delivers a finite upper 
boundary, in contrast with earlier estimates 
calculated using the same method14. The 
range derived from the 2000s overlaps 
with estimates from earlier decades and 
with the range of ECS values from current 
climate models10 (ECS values in the CMIP5 
ensemble13 are 2.2–4.7 °C), although it 
is moved slightly towards lower values. 
Observations of the energy budget alone 
do not rule out an ECS value below 2 °C, 
but they do rule out an ECS below 1.2 °C 
with 95% confidence. The upper boundary 
is lowered slightly, but is also very sensitive 
to assumptions made in the evaluation 
process (see Supplementary Section 
S2). Uncertainties include observational 
errors and internal variability estimated 
from control simulations with general 
circulation models.

The best estimate of TCR based on 
observations of the most recent decade is 
1.3 °C (0.9–2.0 °C; dark red, Fig. 1b). This 
is lower than estimates derived from data 
of the 1990s (1.6 °C (0.9–3.1 °C); yellow, 
Fig. 1b) or for the 1970–2009 period as a 
whole (1.4 °C (0.7–2.5 °C); grey, Fig. 1b). 
However, because the most recent estimate 
has the strongest forcing and is less affected 
by the eruption of Mount Pinatubo in 1991, 
it is arguably the most reliable. Our results 
match those of other observation-based 
studies15 and suggest that the TCRs of some 
of the models in the CMIP5 ensemble10 
with the strongest climate response to 
increases in atmospheric CO2 levels may 
be inconsistent with recent observations — 
even though their ECS values are consistent 
and they agree well with the observed 
climatology. Most of the climate models 
of the CMIP5 ensemble are, however, 
consistent with the observations used here 
in terms of both ECS and TCR. We note, 
too, that caution is required in interpreting 

any short period, especially a recent one for 
which details of forcing and energy storage 
inventories are still relatively unsettled: 
both could make significant changes to the 
energy budget. The estimates of the effective 
radiative forcing by aerosols in particular 
vary strongly between model-based studies 
and satellite data. The satellite data are still 
subject to biases and provide only relatively 
weak constraints (see Supplementary 
Section S2 for a sensitivity study). ❐
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To the Editor — The rate of global 
mean warming has been lower over the 
past decade than previously. It has been 
argued1–5 that this observation might 
require a downwards revision of estimates 
of equilibrium climate sensitivity, that is, 
the long-term (equilibrium) temperature 
response to a doubling of atmospheric 
CO2 concentrations. Using up-to-date data 
on radiative forcing, global mean surface 
temperature and total heat uptake in the 
Earth system, we find that the global energy 
budget6 implies a range of values for the 
equilibrium climate sensitivity that is in 
agreement with earlier estimates, within 
the limits of uncertainty. The energy 
budget of the most recent decade does, 
however, indicate a lower range of values 
for the more policy-relevant7 transient 
climate response (the temperature increase 
at the point of doubling of the atmospheric 
CO2 concentration following a linear ramp 
of increasing greenhouse gas forcing) than 
the range obtained by either analysing the 
energy budget of earlier decades or current 
climate model simulations8.

The response of the climate system 
to rising greenhouse gas levels is often 
summarized in terms of the equilibrium 
climate sensitivity (ECS) or the transient 
climate response (TCR). Both quantities 
are related to the global mean temperature 
change9 ΔT, the radiative forcing change 
ΔF, and the change in the rate of the total 
increase in Earth system heat content ΔQ 
(see Supplementary Section S1), by the 
global energy budget:

(1)=ECS
F2x ΔT

ΔF–ΔQ

(2)=TCR
F2x ΔT

ΔF

where F2x is the forcing due to doubling 
atmospheric CO2 concentrations. We use 
a value of F2x of 3.44 W m–2 (with a 5–95% 
confidence interval of ±10%) from ref. 10. 
Using a higher estimate11 of 3.7 W m–2  
would shift up our estimated ranges for 
ECS and TCR, but only by about 0.1 K (see 
Supplement Section S2). Both equations (1) 
and (2) assume constant linear feedbacks 
and (2) further assumes that the ratio of 

ΔQ to ΔT for the observed period is the 
same as that at year 70 of a simulation in 
which atmospheric CO2 levels increase at 
1% per year6,12, which is approximately 
the case over the past few decades if we 
exclude periods strongly affected by 
volcanic eruptions (see Supplementary 
Fig. S2). Equation (1) provides a lower 
bound to the fully equilibrated sensitivity, 
because delayed ocean warming at high 
latitudes can mask the impact of local 
positive feedbacks13.

For ΔT, we use the HadCRUT4 
ensemble data set of surface temperatures 
averaged globally and by decade 
(Supplementary Fig. S1). For ΔQ, we 
derive annual estimates of the change in 
total heat content of the Earth system for 
the period 1970 to 2009, by combining 
data-based estimates for all the main 
components of the Earth system (ocean, 

continent, ice and atmosphere); the ocean 
component dominates the heat uptake 
(see Supplementary Section S1). For ΔF, 
we use the multi-model average of the 
CMIP5 ensemble of climate simulations10 
with emissions that follow a medium-to-
low representative concentration pathway 
(RCP4.5). We include the historic record 
from 1850–2005 and the RCP4.5 scenario 
values from 2006–2010, scaled to match 
an ensemble of possible forcing estimates 
for 2010 (see Supplementary Section S1) 
to adjust for fast feedbacks and capture 
uncertainties.

The most likely value of equilibrium 
climate sensitivity based on the energy 
budget of the most recent decade is 2.0 °C, 
with a 5–95% confidence interval of 
1.2–3.9 °C (dark red, Fig. 1a), compared 
with the 1970–2009 estimate of 1.9 °C 
(0.9–5.0 °C; grey, Fig. 1a). Including the 
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Figure 1 | Observations of the global energy budget and their implications. Observations of the global 
mean temperature change plotted against change in forcing minus heat uptake (ΔF–ΔQ) for the 
equilibrium climate sensitivity (ECS) (a) and against ΔF for the transient climate response (TCR) (b), 
for each of the four decades 1970s, 1980s, 1990s and 2000s and for the 40-year period 1970–2009. 
Ellipses represent likelihood contours enclosing 66% two-dimensional confidence regions; best-
fit points of maximum likelihood are indicated by the circles; and the curved thick and thin lines 
represent the 17–83% and 5–95% confidence intervals of the resulting one-dimensional likelihood 
profile in ECS (or TCR), respectively. All time periods are referenced to 1860–1879, including a small 
correction in ΔQ to account for disequilibrium in this reference period14. Straight contours show iso-
lines of ECS (a) and TCR (b), calculated using a best-fit value of F2x of 3.44 W m–2 (also adjusted for 
fast feedbacks)10. Uncertainty in F2x is assumed to be correlated with forcing uncertainty in long-lived 
greenhouse gases10. To avoid dependence on previous assumptions16, we report results as likelihood-
based confidence intervals.
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period from 2000 to 2009 into the 40-year 
1970–2009 period delivers a finite upper 
boundary, in contrast with earlier estimates 
calculated using the same method14. The 
range derived from the 2000s overlaps 
with estimates from earlier decades and 
with the range of ECS values from current 
climate models10 (ECS values in the CMIP5 
ensemble13 are 2.2–4.7 °C), although it 
is moved slightly towards lower values. 
Observations of the energy budget alone 
do not rule out an ECS value below 2 °C, 
but they do rule out an ECS below 1.2 °C 
with 95% confidence. The upper boundary 
is lowered slightly, but is also very sensitive 
to assumptions made in the evaluation 
process (see Supplementary Section 
S2). Uncertainties include observational 
errors and internal variability estimated 
from control simulations with general 
circulation models.

The best estimate of TCR based on 
observations of the most recent decade is 
1.3 °C (0.9–2.0 °C; dark red, Fig. 1b). This 
is lower than estimates derived from data 
of the 1990s (1.6 °C (0.9–3.1 °C); yellow, 
Fig. 1b) or for the 1970–2009 period as a 
whole (1.4 °C (0.7–2.5 °C); grey, Fig. 1b). 
However, because the most recent estimate 
has the strongest forcing and is less affected 
by the eruption of Mount Pinatubo in 1991, 
it is arguably the most reliable. Our results 
match those of other observation-based 
studies15 and suggest that the TCRs of some 
of the models in the CMIP5 ensemble10 
with the strongest climate response to 
increases in atmospheric CO2 levels may 
be inconsistent with recent observations — 
even though their ECS values are consistent 
and they agree well with the observed 
climatology. Most of the climate models 
of the CMIP5 ensemble are, however, 
consistent with the observations used here 
in terms of both ECS and TCR. We note, 
too, that caution is required in interpreting 

any short period, especially a recent one for 
which details of forcing and energy storage 
inventories are still relatively unsettled: 
both could make significant changes to the 
energy budget. The estimates of the effective 
radiative forcing by aerosols in particular 
vary strongly between model-based studies 
and satellite data. The satellite data are still 
subject to biases and provide only relatively 
weak constraints (see Supplementary 
Section S2 for a sensitivity study). ❐
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Pattern effect in the instrumental record

Global radiative feedback in response to local 
warming patch in CAM4 (Dong et al. 2019)
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The view from 2021 (IPCC AR6)



Outstanding questions on the pattern effect and ECS

§ Can we produce better reconstructions of historical SSTs and sea ice (with 
uncertainty quantification), particularly for the 1800s reference period?
§ Why do climate models generally fail to replicate observed patterns of 
warming (particularly since ~1980)?
§ How confident are we in the models’ radiative response to SST changes?
§ Can we place observational constraints on the historical pattern effect?

§ Fundamental issue: delayed warming (or cooling) has occurred preferentially 
in regions of most positive feedbacks, hiding potentially-high ECS from us; can 
we estimate what the radiative response (and thus ECS) will be to warming in 
these regions?
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Does the pattern effect matter for transient warming?



Transient warming is highly correlated with ECS

high‐latitude warming (Grose et al., 2017). But as mentioned above, 21st century global mean trends under
high emissions are better predicted by S than by TCR, perhaps because of nonlinearities in forcing or
response (Gregory et al., 2015) or because TCR estimates are affected by noise (Sanderson, 2020). TCR is
also less directly related to the other lines of evidence than is S. In this study we will briefly address TCR
in sections 4 and 7.4 but will not undertake a detailed assessment.

The IPCC (at least through AR5) formally retains a definition of ECS based on long‐term equilibrium. Much
of the information they use to quantify ECS, however, exploits GCM calculations of effective (e.g., Andrews,
Gregory, Webb, et al., 2012), not equilibrium, sensitivity, and it appears that the distinction is often over-
looked. In this report, we will use “long term” to describe processes and responses involved in the effective
sensitivity S and “equilibrium” for the fully equilibrated ECS. The ECS differs from S due to responses invol-
ving the deep ocean, atmospheric composition, and land surface that emerge on centennial time scales (e.g.,
Frey & Kay, 2018; see section 5), though calculations here (following Charney and past IPCC reports) do not
include ice sheet changes.

To calculate the ECS in a fully coupled climate model requires very long integrations (>1,000 years).
Fortunately, a recent intercomparison project (LongrunMIP; Rugenstein, Bloch‐Johnson, Abe‐Ouchi,
et al., 2019) has organized long simulations from enough models to now give a reasonable idea of how
ECS and S are likely to be related.

Relationships between S and several other quantities are shown in Figure 1 from available models. Predicted
S is reasonably well correlated with the other sensitivity measures (Figure 1a), indicating that S is a useful
measure and also that the conclusions of this assessment would still hold if another measure were used.
Note that we do not consider here all possible measures; see Rugenstein, Bloch‐Johnson, Gregory,
et al. (2019) for a discussion of some additional ones, which also generally correlate well with S. S is less well
correlated to TCR (r = 0.81) than to ECS (r = 0.94), as expected since the TCR is sensitive to ocean heat
uptake efficiency as well as to λ.

Although the measures correlate well, all available LongRunMIP models equilibrate to a higher warming at
4xCO2 than S from the same simulation (Figure 1a, small symbols); details of how the equilibrium is esti-
mated are given in Rugenstein, Bloch‐Johnson, Abe‐Ouchi, et al. (2019) and Rugenstein, Bloch‐Johnson,
Gregory, et al. (2019). The median equilibrium warming per doubling at 4xCO2 is 17% higher than the

Figure 1. Relation of (a) other climate sensitivity metrics and (b) predicted warming by late this century, to S as defined
in section 2.1. In (a), symbols show 15 LongRunMIP model estimates of the equilibrium warming per doubling of
CO2 (Rugenstein, Bloch‐Johnson, Gregory, et al., 2019), with small purple symbols showing equilibria in 4xCO2
simulations and large black symbols equilibria in 2xCO2 simulations. Blue filled circles show TCR from CMIP5 models.
In (b), projected change in global mean temperature in 2079–2099 relative to 1986–2005, under the RCP8.5 (red),
RCP4.5 (magenta), and RCP2.6 (cyan) scenarios, from 24 CMIP5 models. CMIP5 data are from Grose et al. (2018). For
each set of points, a best linear fit is shown, with one standard deviation shown in gray shading (assumed
homogeneous except for ECS where it is assumed to scale linearly with S); see section 7.4 for further details on fits.
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Transient warming and EffCS with freshwater forcing

(Work of Yue Dong and Shaina Sadai) 

CESM1 21st century 
warming under RCP8.5

CESM1 21st century warming 
under RCP8.5 with Antarctic 

freshwater input

EffCS = 3.43 ºC
EffCS = 2.73 ºC



Transient warming and EffCS over recent decades
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CMIP5/6 abrupt CO2 quadrupling 
SST trend pattern

Geophysical Research Letters

DONG ET AL.
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in the Indo-Pacific Ocean and delayed warming in both the eastern Pacific Ocean and the Southern Ocean (e.g., 
Dong et al., 2020, 2019; Silvers et al., 2018; Zhou et al., 2016).

The historical pattern effect that leads to lower values of EffCShis may partially result from various non-CO2 
forcing agents that have operated in the historical period (e.g., Forster,  2016; Marvel et  al.,  2016). Gregory 
et al. (2020) suggest that volcanic forcing may bias estimate of EffCS from CO2 quadrupling by causing different 
surface warming patterns in CMIP5 models. Winton et al. (2020) find that a large portion of the EffCShis under-
estimate in GFDL-CM4 is attributable to its large efficacy of aerosol forcing. To test this possibility within other 
CMIP6 models, we make use of the DAMIP non-GHG forcing simulations, namely, hist-aer and hist-nat (Figure 
S2 in Supporting Information S1). Within all but one model, natural forcing alone produces even lower values of 
EffCShis than those from historical simulations (i.e., a larger historical pattern effect). In comparison, when forced 
by anthropogenic aerosol forcing alone, four models show a larger historical pattern effect while three models 
show a reduced pattern effect. These results suggest that non-GHG forcing may largely account for the historical 
pattern effect, though the impact of aerosol forcing is less robust across models.

Figure 2. Historical and equilibrium SST trend patterns. Annual-mean SST linear trends over (a) 1870–2014, (b) 1979–2014, and (c) 150 years of abrupt-4xCO2 
simulations. The observed SST trend patterns in (a), (b) are calculated using AMIPII dataset (Hurrell et al., 2008). Note that the color scales in (a) and (b and c) are 
different.
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Dong et al., 2020, 2019; Silvers et al., 2018; Zhou et al., 2016).

The historical pattern effect that leads to lower values of EffCShis may partially result from various non-CO2 
forcing agents that have operated in the historical period (e.g., Forster,  2016; Marvel et  al.,  2016). Gregory 
et al. (2020) suggest that volcanic forcing may bias estimate of EffCS from CO2 quadrupling by causing different 
surface warming patterns in CMIP5 models. Winton et al. (2020) find that a large portion of the EffCShis under-
estimate in GFDL-CM4 is attributable to its large efficacy of aerosol forcing. To test this possibility within other 
CMIP6 models, we make use of the DAMIP non-GHG forcing simulations, namely, hist-aer and hist-nat (Figure 
S2 in Supporting Information S1). Within all but one model, natural forcing alone produces even lower values of 
EffCShis than those from historical simulations (i.e., a larger historical pattern effect). In comparison, when forced 
by anthropogenic aerosol forcing alone, four models show a larger historical pattern effect while three models 
show a reduced pattern effect. These results suggest that non-GHG forcing may largely account for the historical 
pattern effect, though the impact of aerosol forcing is less robust across models.
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in the Indo-Pacific Ocean and delayed warming in both the eastern Pacific Ocean and the Southern Ocean (e.g., 
Dong et al., 2020, 2019; Silvers et al., 2018; Zhou et al., 2016).

The historical pattern effect that leads to lower values of EffCShis may partially result from various non-CO2 
forcing agents that have operated in the historical period (e.g., Forster,  2016; Marvel et  al.,  2016). Gregory 
et al. (2020) suggest that volcanic forcing may bias estimate of EffCS from CO2 quadrupling by causing different 
surface warming patterns in CMIP5 models. Winton et al. (2020) find that a large portion of the EffCShis under-
estimate in GFDL-CM4 is attributable to its large efficacy of aerosol forcing. To test this possibility within other 
CMIP6 models, we make use of the DAMIP non-GHG forcing simulations, namely, hist-aer and hist-nat (Figure 
S2 in Supporting Information S1). Within all but one model, natural forcing alone produces even lower values of 
EffCShis than those from historical simulations (i.e., a larger historical pattern effect). In comparison, when forced 
by anthropogenic aerosol forcing alone, four models show a larger historical pattern effect while three models 
show a reduced pattern effect. These results suggest that non-GHG forcing may largely account for the historical 
pattern effect, though the impact of aerosol forcing is less robust across models.
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in the Indo-Pacific Ocean and delayed warming in both the eastern Pacific Ocean and the Southern Ocean (e.g., 
Dong et al., 2020, 2019; Silvers et al., 2018; Zhou et al., 2016).

The historical pattern effect that leads to lower values of EffCShis may partially result from various non-CO2 
forcing agents that have operated in the historical period (e.g., Forster,  2016; Marvel et  al.,  2016). Gregory 
et al. (2020) suggest that volcanic forcing may bias estimate of EffCS from CO2 quadrupling by causing different 
surface warming patterns in CMIP5 models. Winton et al. (2020) find that a large portion of the EffCShis under-
estimate in GFDL-CM4 is attributable to its large efficacy of aerosol forcing. To test this possibility within other 
CMIP6 models, we make use of the DAMIP non-GHG forcing simulations, namely, hist-aer and hist-nat (Figure 
S2 in Supporting Information S1). Within all but one model, natural forcing alone produces even lower values of 
EffCShis than those from historical simulations (i.e., a larger historical pattern effect). In comparison, when forced 
by anthropogenic aerosol forcing alone, four models show a larger historical pattern effect while three models 
show a reduced pattern effect. These results suggest that non-GHG forcing may largely account for the historical 
pattern effect, though the impact of aerosol forcing is less robust across models.

Figure 2. Historical and equilibrium SST trend patterns. Annual-mean SST linear trends over (a) 1870–2014, (b) 1979–2014, and (c) 150 years of abrupt-4xCO2 
simulations. The observed SST trend patterns in (a), (b) are calculated using AMIPII dataset (Hurrell et al., 2008). Note that the color scales in (a) and (b and c) are 
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Transient warming and EffCS with freshwater forcing

(Work of Yue Dong and Andrew Pauling) 

CESM1 historical warming 
over 1980-2013

CESM1 historical warming over 
1980-2013 with Antarctic 

freshwater input

EffCS = 3.03 ºC
EffCS = 2.61 ºC



Outstanding questions

§ How will the pattern of warming evolve in the future, and on what timescale? 
(depends on mechanisms driving observed patterns, which we don’t currently 
know)
§ Fundamental issue: multiple potential mechanisms project onto same pattern 
of SST response (ENSO/PDO dynamics), yet all have different future evolutions. 
As summarized by Tim Andrews, candidate mechanisms are:

§ internal variability (originating in tropical Pacific and/or Southern 
Ocean?)
§ non-CO2 forcing (ozone depletion, Southern Ocean freshwater forcing, 
tropospheric or stratospheric aerosols?)
§ role of teleconnections (from Southern Ocean or from Atlantic Ocean)
§ response to CO2 forcing (delayed E Pacific warming or nonlinear ENSO 
mechanisms)



How does the pattern effect impact future warming?
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How does the pattern effect impact future warming?

MPI-ESM	historical	

using	GF

observed	T

Alternative	SST	pattern	scenarios	
Assume	the	coupled	RCP/SSP	scenarios	are	overall	correct,	except	in	the	

West	Pacific,	East	Pacific, or	North	Atlantic – how	much	would	alternative	

patters
*
reflect	in	global	mean	SSTs	through	changing	radiative	feedbacks?	

MPI-ESM	

historical	

GF-λ

Observed	

GF- λ

observed	λ	trend	

extended

By 2060, the spread of internal variability in the 
coupled model is ~1.3°C. This increases to ~2.0°C 

when considering SST pattern uncertainty
λ becomes less negative during a transitional 
period due to warming in the East Pacific, that 

trigger a positive feedback.

Standard	RCP

Half	the	RCP	West	Pacific	

warming

Double	the	RCP	West	Pacific	

warming

*	We	redistribute	SST	warming/cooling.	Global	mean	stays	the	same

Double	the	RCP	N	Atl.	

warming

Half	the	RCP	East	Pacific	

warming

Alternative	feedback	scenarios	
Assume	the	coupled	RCP/SSP	scenarios	are	overall	correct	and	the	

observed	SST	and	feedback	due	to	internal	variability.	What	are	scenarios	

of	lambda	catching	up	to	the	modeled	forced	response?	At	which	rate	do	

SST	patterns	need	to	change	in	different	regions	to	catching	up?

See	Poster	Marc	

Alessi	for	details

Work by Marc Alessi
and Maria Rugenstein
(see Marc’s poster!)



Thank you Maria and Cristi!


