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Methods

• We evaluate regional Arctic sea ice extent (SIE) predictions using
two dynamical seasonal forecast systems developed at the
Geophysical Fluid Dynamics Laboratory (FLOR and
SPEAR MED).

• After assessing the regional prediction skill, we evaluate the
mechanisms of predictability in both systems.

Arctic Regional Prediction Skill

Figure 1: Regional SIE prediction skill (detrended ACC) in FLOR and
SPEAR MED for regions of summer ice variability. Square and dot markers in-
dicate months in which the ACC values are statistically significant at the 95%
confidence level. Squares indicate months where the model’s skill beats the per-
sistence forecast, and dots indicate months where the model’s skill is significant
but lower than persistence. ACC differences (SPEAR MED minus FLOR) com-
puted using the Fisher z-transformation are plotted in the third column. Upward
(downward) triangles indicate months where the SPEAR MED ACC values are
statistically significantly greater than (less than) the FLOR ACC values at the 95%
confidence level.

Figure 2: As in Fig. 1, but for regions of winter sea ice variability.

Sources of Summer Arctic Sea-Ice Predictability

Figure 3: Sources of regional September SIE prediction skill. Blue lines show the
detrended ACC skill in FLOR and SPEAR MED. Black and red lines show the
skill of linear regression forecasts based on regional SIE and regional sea ice vol-
ume (SIV), respectively. Dots indicate correlation values that are significant at
the 95% confidence level based on a t-test. Note that the statistical predictions
are shifted by 0.5 month lead time since these are computed using monthly mean
quantities, whereas the dynamical predictions are initialized on the first of each
month.

Sources of Winter Arctic Sea-Ice Predictability

Figure 4: Sources of regional February SIE prediction skill. Blue lines show the
detrended ACC skill in FLOR and SPEAR MED. Black and magenta lines show
the skill of linear regression forecasts based on regional SIE and regional upper
ocean heat content (uOHC), respectively.

Figure 5: Correlations between observed February Labrador SIE and upper
200m ocean temperatures used for SPEAR MED initial conditions (ICs) in ear-
lier months. The black contours show the observed February sea ice edge.

Figure 6: Correlations between observed February Okhotsk SIE and upper 200m
ocean temperatures used for SPEAR MED ICs in earlier months. The black con-
tours show the observed February sea ice edge.

Combined Predictability Regimes in the Chukchi Sea

Figure 7: Sources of Chukchi Sea SIE prediction skill. Blue lines show the de-
trended ACC skill in FLOR and SPEAR MED. Black, red, and magenta lines show
the skill of linear regression forecasts based on regional SIE, regional SIV and
uOHC, respectively. The uOHC predictor is based on a regional mean over the
Chukchi and Bering Seas.

Figure 8: Interaction of the Chukchi Sea ice edge with surface ocean currents. The
panels show monthly observed sea ice edges for each year from 1992–2020. The
climatological (annual mean) ocean surface speed from the SPEAR MED ocean
ICs is plotted in color.

Conclusions

• The FLOR and SPEAR MED dynamical models both skillfully
predict detrended regional Arctic SIE. SPEAR MED generally
has higher prediction skill, associated with improved sea ice
concentration and thickness initial conditions.

• The key sources of predictability for summer sea ice predictions
are SIE persistence at short lead times (0–1 months) and SIV
persistence at longer lead times (2–3 months).

• The key sources of predictability for winter sea ice predictions
are SIE persistence at short lead times (0–2 months) and uOHC
persistence at longer lead times (3-11 months).

• Atlantic and Pacific winter SIE predictability are associated with
the North Atlantic Oscillation (NAO) and North Pacific Gyre
Oscillation (NPGO), respectively.

• The Chukchi Sea displays seasonally-dependent predictability
regimes, controlled by SIE and uOHC in June, July, and
November, and SIE and SIV in August–October. This is due to
the seasonal evolution of the ice edge position and its interaction
with inflowing waters from Bering Strait.

• The combination of simple statistical models based on SIE, SIV,
and uOHC are generally able to reproduce the skill of the
dynamical models.
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A New Arctic and an Emerging Need for Sea Ice Predictions
NSIDC Observed September Arctic Sea Ice Extent
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• Decline in Arctic sea ice extent over the satellite era has motivated a need for seasonal sea ice predictions.
• Sea ice predictions are needed by: northern communities, shipping industries, fisheries, ecotourism, oil and 

gas industries, scientific logistics, wildlife management. 
• Sea ice predictability research suggests that sea ice is potentially predictable on the seasonal-to-interannual 

timescale.
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• Fisheries Management
• Bering Sea Pollock and Cod stocks tend to follow the position of the 

winter sea ice edge. 
• Predicting the sea ice edge position months to years in advance 

would provide useful information for fisheries management.

• Sea Ice as a Habitat 
• Many species depend on sea ice as a habitat (e.g. bowhead whales, 

seals, walruses, polar bears).
• Predicting sea ice conditions could allow for more effective 

conservation and wildlife management.

At each ocean grid point, we calculate whether conditions can lead to
phytoplankton population growth using the critical pond criterion, Eq. 4.
To restrict our interest to onlyArctic sub-ice blooms,we excluded grid cells
with less than 80% ice concentration, typically defined as the “marginal ice
zone,” fromthe calculation (in contrast to J16,which included these regions
when computing under ice primary production). Asmentioned above, the
marginal ice zone was previously considered the only site where sub-ice
phytoplanktonbloomswere possible (38, 39), but the focus of this study is
on blooms underneath sea ice, where open-ocean or marginal ice zone
processes, like wind-driven vertical mixing, are less important. We addi-
tionally exclude Baffin Bay from the study region to focus on the Arctic
Basin alone. The binary data on whether conditions support a bloom are
then binned into the calendar months May, June, and July and averaged
over each of the time periods 1986–1995, 1996–2005, and 2006–2015.
Figure 2 shows the average number of days in eachmonth and each dec-
ade that sufficient solar radiation reaches the ocean to satisfy the critical
pond hypothesis (because any area with greater than 80% ice concentra-
tion at least once during each period is included in the analysis, some
regions with an average ice concentration of less than 80% during a given
decade are shown as ice-covered in Fig. 2). Estimated sensitivity ranges
are provided in the Supplementary Materials and tables S1 and S2.

May sea ice conditions generally do not support sub-ice blooms in
all three decades (Fig. 2, A to C), apart from the lower latitudes of the

EuropeanArctic and Kara Sea near themarginal ice zone, where the sea
ice is thin. In these locations, sufficient PAR for a phytoplankton bloom
penetrates through the ice once per month at most, on average.
Conditions leading to a sub-ice bloom are generally not found in the
Chukchi Sea at any point inMay over any of the analyzed time periods.

The calculated prevalence of sub-ice bloom-permitting conditions
during June has increased markedly (Fig. 2, D to F). Over the period
1986–1995, small regions of the European and Russian Arctic near the
ice edge and off the coast of Greenland have sufficient light penetration
to permit a bloom, up to twice a month on average. From 1996 to 2005,
these regions expand, with regions of the European Arctic and Kara Sea
having bloom-permitting conditions up to eight times per month (Fig.
2E). In the decade 2006–2015, in themonth of June (Fig. 2F), a wide swath
of the Russian Arctic has sufficient light conditions to permit a sub-ice
bloom at least 5 days per month, with frequencies reaching over 10 days
permonth in the East Siberian Sea and Kara Sea. Conditions supportive of
the massive sub-ice bloom observed in the Chukchi Sea in 2011 (4) are
foundover themost recent twodecadesandaremuchmoreprevalent from
2006 to 2015. The region in which it was observed (Fig. 2, D to F, red box)
experiences a large increase in bloom likelihood over the study period.
From 1986 to 1995 (Fig. 2D), the light conditions necessary to support
sub-ice blooms occurred with a frequency of less than 1 day per month.
Over the period 1996–2005 (Fig. 2E), there was sufficient under-ice light

Fig. 2. Spatialmap of the average number of days of sufficient light for sub-ice phytoplankton blooms over time. (A to C) Shading indicates the number of days inMay,
from1986 to 1995 (A), 1996 to 2005 (B), and 2006 to 2015 (C), where a sub-ice bloom is permitted. (D toF) Same as (A) to (C) but for June. (G to I) Same as (A) to (C) but for July. Red
boxes in (D) to (F) indicate the region of the 2011 cruise. Baffin Bay and regions with an ice concentration less than 80% at every point during each time period are colored blue.
Continents are colored gray.
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the massive sub-ice bloom observed in the Chukchi Sea in 2011 (4) are
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2006 to 2015. The region in which it was observed (Fig. 2, D to F, red box)
experiences a large increase in bloom likelihood over the study period.
From 1986 to 1995 (Fig. 2D), the light conditions necessary to support
sub-ice blooms occurred with a frequency of less than 1 day per month.
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Fig. 2. Spatialmap of the average number of days of sufficient light for sub-ice phytoplankton blooms over time. (A to C) Shading indicates the number of days inMay,
from1986 to 1995 (A), 1996 to 2005 (B), and 2006 to 2015 (C), where a sub-ice bloom is permitted. (D toF) Same as (A) to (C) but for June. (G to I) Same as (A) to (C) but for July. Red
boxes in (D) to (F) indicate the region of the 2011 cruise. Baffin Bay and regions with an ice concentration less than 80% at every point during each time period are colored blue.
Continents are colored gray.
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boxes in (D) to (F) indicate the region of the 2011 cruise. Baffin Bay and regions with an ice concentration less than 80% at every point during each time period are colored blue.
Continents are colored gray.
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boxes in (D) to (F) indicate the region of the 2011 cruise. Baffin Bay and regions with an ice concentration less than 80% at every point during each time period are colored blue.
Continents are colored gray.
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• Spring and Summer Phytoplankton Blooms
• Sea ice limits sunlight entering the upper ocean in spring/summer; 

limits phytoplankton blooms under ice, and modulates the timing of 
blooms in seasonal ice zones.

• Recent thinning and increased melt pond coverage on ice has led to 
more frequent favorable conditions for sub-ice blooms.

• Predicting the timing of ice retreat may provide predictability for the 
timing of the spring bloom; predicting ice thickness and albedo would 
provide predictability for sub-ice summer blooms.   
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Potential to Leverage Sea Ice Based Predictability along U.S. Coastlines
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Arctic Regions

1: Central Arctic

2: GIN Seas

3: Barents Sea

4: Kara Sea

5: Laptev Sea

6: East Siberian Sea

7: Chukchi Sea

8: Bering Sea

9: Sea of Okhotsk

10: Beaufort Sea

11: Canadian Archipelago

12: Hudson Bay

13: Baffin Bay

14: Labrador Sea

15: Open Ocean

• Leveraging sea ice predictability relevant 
for predictions in the Bering Sea (8), 
Chukchi Sea (7), and Beaufort Sea (10).

• Different mechanisms of sea ice 
predictability in different regions and 
seasons.

• Sea ice predictability is a function of 
spatial scale – smaller scales are more 
susceptible to atmospheric forcing, and 
therefore less predictable.

• Most sea ice prediction systems are 
based on coarse resolution global 
models. These may not be ‘fit-for-
purpose’ for many coastal applications.

• Sea ice data assimilation is a maturing 
field.  Assimilating sea ice and ocean 
observations may allow for skillful 
initialization of biogeochemical variables 
(e.g. Park et al. (2019), Science).



Mechanisms of Arctic Sea Ice Predictability

• Recorded talk from Ocean Sciences Meeting (apologies for not being able to present today   ).
• Idea: use dynamical prediction systems to understand the mechanisms of sea ice predictability.
• Notes

• This talk focuses on summer predictions in the Laptev and East Siberian Seas. The same 
mechanisms are relevant for summer sea ice predictions in the Beaufort Sea.

• This talk focuses on winter predictions in the Labrador and Barents Seas. The same 
mechanisms are relevant for winter sea ice predictions in the Bering Sea.

• Other relevant mechanisms, not mentioned in the talk, are teleconnections associated with 
large-scale modes of climate variability (ENSO, NPGO, PDO).

• This talk focuses on physical variables. I look forward to learning more about potential 
synergies with the biogeochemical forecasting, modeling, and data assimilation communities.

• Talk link: https://www.youtube.com/watch?v=M3ypY9vPRpQ

https://www.youtube.com/watch?v=M3ypY9vPRpQ

