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Air-sea interaction is spatial scale-dependent τ = ρa CD (W − U)2

Daily correlation between QuikSCAT wind speed and NOAA OI SST (2000-2009) 

Negative correlation: Wind drives SST responses Positive correlation: SST forces the surface wind.
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The sign and magnitude of the local SST-wind coupling provide a good indication of where and when the ocean 
influences the atmosphere 

Correlation of SST(tendency) and heat flux or SST and precipitation are also used 
(e.g., Wu et al. 2006; Bishop et al. 2017; Small et al. 2020)
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Observed mesoscale SST impacts on surface wind

from the 208 longitude by 108 latitude used throughout
this analysis to 108 longitude by 58 latitude only changes
the ayn estimates by less than 10%. Because of the sharp
meridional gradients of SST in these regions, most of the
sensitivity of ayn to spatial filtering occurs from the
specification of SPAN_Y for SPAN_Y & 108 latitude,
while ayn is relatively insensitive to the full range of
SPAN_X considered here. Note that the cross-correlation
coefficients between ENW and SST as a function of
smoothing parameter (Fig. 8, bottom row) exhibit sim-
ilar trends to those of ayn, with rapidly decreasing cor-
relations for SPAN_Y & 108 latitude.

The linear response of the ENW on SST on oceanic
mesoscales is consistent with numerous independent
analysis methods and observational sources. First, the
cross-spectral transfer functions shown in Fig. 3 between
the unfiltered ENW and SST fields express the linear
response coefficients of ENW and SST as a function of
zonal wavenumber independent of spatial high-pass fil-
tering. The ayn estimates computed from the binned
scatterplots in Figs. 4–7 agree well with these transfer
functions for zonal wavelengths shorter than the filter
cutoff wavelength of 208 longitude used here, as shown

by the black dashed lines in Fig. 3 (middle row). Second,
we show in appendix A estimates of ayn obtained from
combinations of other satellite datasets, including the
AMSR-E ENW and SST, the WindSat ENW and SST,
and the QuikSCAT ENW and Reynolds optimum in-
terpolation (OI) v2 SST fields. These estimates agree to
within 10% of those derived from the QuikSCAT ENW
and AMSR-E SST fields shown here. Third, the esti-
mates of ayn are relatively insensitive to large changes in
spatial-filtering parameters, as shown in Fig. 8. Finally,
the response of the ENW to SST has also been estimated
from in situ buoy observations (O’Neill 2012), which
show essentially the same linear relationship between
the ENW and SST as in the satellite observations ana-
lyzed here. The buoy-derived coupling coefficients for
the linear ENW response to SST were found to be in
good agreement with satellite-derived values. Each anal-
ysis thus produces consistent quantitative estimates of ayn

independent of observational platform, spatial high-pass
filtering, and analysis procedure.

The remainder of this section is devoted to describ-
ing the spatiotemporal variability of the stress and
ENW responses to SST, which also reveals two other

FIG. 6. As in Fig. 4, but for the North Atlantic.
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• The linear model indicates a quasi-linear dependence of 
near-surface wind convergence and vertical motion to 
SST-driven ▽2P.

• The model ignores the stochastic nature of the 
atmospheric processes in the region.

ρo ∇⋅
u( ) = − ∇2P( )ε ε 2 + f 2( )• The coupling coefficient is a widely-used diagnostic 

metric.
• Because of high-pass filtering, it is difficult to extract 
useful information on the scale dependence from such 
calculations.
• Spectral method (Laurindo et al. 2018) 
• Analytical model by Schneider and Qiu (2018); 
Schneider (2020); Masunaga et al. (2022)

Minobe et al. (2008)
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind
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Science and Technology, Yokohama 236-0001, Japan. 3International Pacific Research Center, 4Department of Meteorology, University of Hawaii at Manoa, Honolulu, Hawaii 96822,
USA.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind

1Department of Natural History Sciences, Graduate School of Science, Hokkaido University, Sapporo 060-0810, Japan. 2Earth Simulator Center, Japan Agency for Marine-Earth
Science and Technology, Yokohama 236-0001, Japan. 3International Pacific Research Center, 4Department of Meteorology, University of Hawaii at Manoa, Honolulu, Hawaii 96822,
USA.
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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The growth rate of the extratropical 
cyclones is proportional to low-level 
baroclinicity

Enhanced baroclinicity supported by the 
oceans near the Kuroshio and Gulf Stream 

regions

Climatological impacts of WBC SST fronts on storm track

four chosen Eulerian diagnostics emphasize different aspects
of storm track (baroclinicity, eddy heat transport, MABL
stratification, and extreme storms), allowing for a robust in-
vestigation of the storm track responses to SST changes. The
first is the Eady growth rate, defined as the most unstable
baroclinic mode, whose growth rate is scaled as the magnitude
of the baroclinicity vector (Charney 1947; Eady 1949; Lindzen
and Farrell 1980):

jsBIj5 0:31
! g

Nu

"####2
›u

›y
,
›u

›x

#### (5)

Here, N is the buoyancy frequency and u is the potential
temperature.

Figures 9a and 9b show the annual-mean jsBIj at 850 hPa
from ERA5 and RW. There are two zones of enhanced
jsBIj. The first is in the main storm track along 408–508S
(Sinclair et al. 1997; Hoskins and Hodges 2005) over the warmer
flank of the ACC (Dong et al. 2006), which, through its meridi-
onal SST gradients, maintains a steady and persistent near-
surface baroclinic environment (Sinclair 1995; Nakamura et al.
2004; Hotta and Nakamura 2011). An additional maximum of
jsBIj exists directly over the Agulhas retroflection, which extends
southeastward and merges with the main storm track east of
408E. Between RW and noRW, a statistically significant increase
in jsBIj is found over the Agulhas retroflection. There is also
increased jsBIj along the southeast path toward the main storm
track, although the differences downstream are not significant.

One can separate the contribution to changes in jsBIj by the
tropospheric temperature gradient from static stability (Fig. 10).
The decomposition reveals that, over much of the domain, the
contribution by the change in temperature gradient dominates,
while the reduced static stability is concentrated in the Agulhas
retroflection of the most robust SST increase. It is estimated that
the contributions of the two terms to the total change are nearly
the same in the Agulhas retroflection. Figure 10 also suggests
that the difference in jsBIj due to the temperature gradient and
static stability is pronounced primarily over the secondary
maximum of jsBIj and is reasonably well separated from the
main storm track farther south. This allows us to interpret the
downstream storm track responses in terms of SST change in
the Agulhas retroflection.

The annual-mean poleward transient eddy heat flux y0T 0 at
850 hPa, constitutes another variance-based measure of the
storm track, where the primes denote 2–8-day filtering and the
overbar the time mean. The negative y0T 0, signifying the pole-
ward eddy heat flux (Figs. 9d–e), originates from the southeast of
Africa and tracks southeastward with the maxima at 408–508S,
408–608E. The simulated annual-mean (Fig. 9e) and seasonal
climatologies (not shown) are reasonable compared to the re-
analysis (Fig. 9d) and the published results (e.g., Nakamura et al.
2004). The difference shows the increased (decreased) poleward
eddy heat flux in RW south (north) of the maximum y0T 0, al-
though the increase is not as apparent as the decrease. The
maximum difference is found farther downstream at 408–508S,
708E. However, the responses are not significant.

FIG. 6. Depth–latitude diagrams of annual-mean differences in (a) potential temperature
(8C), (b) salinity (psu), and (c) potential density (kg m23), averaged over 158–258E. The red and
blue contours denote the isotherms, isohalines, and isopycnals in RW and noRW, respectively.
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SST impacts on local and 
downstream weather events 

See also O’Reilly et al. (2016) Liu et al. (2021) Siquera et al. (2021)

•  WBC SST fronts and warm-core eddies
1. strengthen the storm activity locally,
2. modulate the intensity/path of the storm track,
3. alters the quasi-stationary circulation, leading to 
downstream rainfall and temperature anomalies

• Robust characterization of the downstream 
circulation responses remains difficult 
• due to different methods to define SST impacts
• different model climatologies

• Coordinated studies to quantify relative impacts of
• sharpness of the SST front, 
• meridional position of the SST front, and
• activity of warm or cold-core eddies,
→ All these also affect the absolute SST.



The atmospheric fronts “feel” the WBC SST fronts
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at each location is plotted. One can see that along the GS front between roughly 6°C and 14°C, dQ/dy< 0,
meaning that on average the cross-frontal surface sensible heat flux gradient is acting to enhance the cold
fronts in this region. Either side of these SST contours along the front, however, dQ/dy> 0, indicates that
on average the cross-frontal surface sensible heat flux gradient is acting to dampen the cold fronts here.
Naturally, such a tripole pattern along the strong oceanic frontal zone lends itself to atmospheric cold fronts

Figure 4. Schematic of an atmospheric cold front passing over (a) an SST gradient aligned such that the ocean temperature is equal to the atmospheric temperature
at the surface, (b) a strong SST gradient aligned in the same direction, and (c) an SST gradient aligned in the opposite direction. Black wavy arrows indicate the
direction of surface sensible heat fluxes, while the cross-frontal direction vector (y) is shown as a thin black arrow (positive toward the cold sector).

Figure 5. (a) The 20 year wintertime average of the cross-cold-frontal surface sensible heat flux gradient, dQ/dy, (expressed
in Wm!2/100 km), at each location in the CNTL experiment. Contours of SST are as in Figure 1a, with the 6°C and 14°C
contours thickened. (b) As in Figure 5a but for the SMTH experiment. Contours of SST are as in Figure 1b. Positive (negative)
values imply that on average dQ/dy acts to thermally dampen (strengthen) passing atmospheric cold fronts at that location.
(c) The difference in dQ/dy between the CNTL and SMTH experiments (CNTL-SMTH). Positive (negative) values imply that
the cross-frontal surface sensible heat flux gradient acts on average to thermally dampen a cold front more (less) in the
CNTL experiment than in the SMTH. Contours of SST are as in Figure 5a.
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10m/s 1000km The sign of the cross-frontal sensible heat flux gradient indicates the 
diabatic frontogenesis or frontolysis (Parfitt et al. 2016)

5. Eddy available potential energy balance

This section examines the storm track response from the
perspective of an energy conversion framework by examining
the eddy available potential energy (EAPE) budget for extra-
tropical synoptic baroclinic disturbances. Following Lau and
Lau (1992), the EAPE budget is cast as

›A
T

›t
’

c
pa

g

T
V0

HT 0 ! =
H

T
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

PI

1
RT 0v0

p|fflfflffl{zfflfflffl}
KP

1
gQ0

1T 0

T|fflfflffl{zfflfflffl}
PQ

, (8)

where AT 5 cpag(T 02/2T) is the EAPE and g 5 Gd/(Gd 2 G) is
the inverted static stability, where G and Gd are the tempera-
ture lapse rate and dry adiabatic lapse rates, respectively; Q1

represents the apparent heat source or total diabatic heating
derived as a residual from the dry static energy budget (Nitta
1972; Yanai et al. 1973). For synoptic baroclinic disturbances in
the extratropics, Q0

1 can be written as
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where s 5 RT/(cpap) 2 ›T/›t 5 2(T/u)(›u/›p) is the static sta-
bility parameter (Holton 1992), R the gas constant for dry air, and
cpa specific heat of dry air. It should be noted that, in contrast to
simplifications often made to Eq. (9) for tropical disturbances, we
retained terms involving the perturbation horizontal temperature

FIG. 9. (a) Annual-mean (a)–(c) sBI at 850 hPa (day21), (d)–(f) y0T 0 at 850 hPa (m s21 K), (g)–(i) surface storm track (m s21), and (j)–(l)
low deepening rate (LDR; hPa day21) from (left) ERA5, (middle) RW, and (right) RW 2 noRW.
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Complications over the WBC regions

2σ filtering (storms and atmospheric 
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average atmospheric non-frontal NSWC/NSWD (Figure 2c) at grid point n, then the mean NSWC/NSWD in
Figures 1a and 1b is by definition calculated at each grid point n as qncn + (1 ! qn)dn. In other words,
significant areas of average NSWC generally observed toward the warmer SSTs of the KE and GS in
Figure 1 simply arise because at those points the contribution from qncn is greater than that from (1 ! qn)
dn, meaning that the average atmospheric frontal NSWC/NSWD in Figure 2a is enough to dominate over
the average non-frontal NSWC/NSWD in Figure 2c. This can be clearly seen in Figure 4, which plots (a) qncn
and (b) (1 ! qn)dn. It was noted previously that the difference in atmospheric frontal NSWC magnitude cn
between the warm and cold sides of the GS is observed to be more prominent than between the warm
and cold sides of the KE (Figure 2a). However, multiplying by qn as in Figure 4a to obtain the total
weighted atmospheric frontal contribution to the time-mean can be seen to recover the strong maxima in
NSWC toward the warm side of the KE in the time-mean. This is consistent with Parfitt et al. (2016) and
Parfitt, Czaja, and Kwon (2017), who showed in the GS region that one expects a stronger intensification of
atmospheric fronts from a sharp SST gradient to manifest toward the warmer side of the SST front.

4. Discussion

For the past few decades, it has been known that the time-mean NSWC in the KE and GS regions exhibits
a strong imprint of the oceanic fronts. Many potential mechanisms have been put forward to explain this
phenomenon in the time-mean, in particular the pressure adjustment mechanism, whereby the Laplacians
of SST and sea level pressure are shown to meander with the NSWC/NSWD. However, one issue with this
interpretation based on steady Ekman layer dynamics is the presence of a transient baroclinic waveguide
that exists at these latitudes along which a continuous series of synoptic systems propagates. In the last
few years, studies have suggested that the time-mean NSWC/NSWD in the KE and GS regions on the

Figure 4. (a) The product of the atmospheric frontal frequency (as a fraction of the total period December–February 1979–
2010) and the average near-surface wind convergence/divergence field when atmospheric fronts only are present. (b) The
product of the atmospheric non-frontal frequency (i.e., the fraction of time that atmospheric fronts are not present) and
the average near-surface wind convergence/divergence field when atmospheric fronts are not present. Panels (a) and
(b) represent the weighted contribution of atmospheric frontal and non-frontal scenarios to the total time-mean near-
surface wind convergence/divergence field.
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spatially low-pass-filtered fields are shown in Figs. 11c
and 11d. Perhaps the most significant result here is that
the spatially high-pass-filtered fields are nearly identical
for the temporally unfiltered and 2s-filtered fields. The
corresponding spatially low-pass-filtered fields, how-
ever, are much different, as evident from comparing
the panels in Figs. 11c and 11d. This indicates that the
synoptic weather variability discarded in the 2s-filtered
fields essentially leaves a large-scale residual conver-
gence pattern in the time-mean divergence fields.

While a minimum of time-mean AW divergence over the
Gulf Stream may be evidence of an atmospheric response to
SST, it does not imply that SST forces a deep atmospheric
response according to the EBMA mechanism. A minimum

of surface divergence does not by itself provide the neces-
sary forcing to achieve a deep atmospheric response. In this
case, if the large-scale fields are interpreted as evidence of
forcing by storms and small-scale SST, then storms are still
necessary to explain the ‘‘anchoring’’ of convergence and
upward motion over the Gulf Stream.

Finally, it is noted that none of these techniques perfectly
remove all traces of storms from the instantaneous di-
vergence, so the divergence minima along the Gulf Stream
in the filtered mean fields is not a clear indication of local
air–sea interaction but could very well be storm related.
Nonetheless, our conclusion is that the existence of the
GSCZ in the time-mean winds owes its existence to extreme
storm convergences, since removing a relatively small

FIG. 10. Maps of the seasonal-mean QuikSCAT divergence averaged for (a) DJF and (b) JJA during the 10-yr
period November 1999–October 2009. (c),(d) The DJF and JJA means for the 2s extreme-value-filtered di-
vergence, respectively.
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Predictability (CLIVAR) Mode Water Dynamics Ex-
periment (CLIMODE; Marshall et al. 2009) was con-
ducted to investigate the various processes responsible
for water mass transformation leading to EDW creation.
The mooring described in this paper was our contribu-
tion to CLIMODE, because the deployment of the
surface mooring was done in order to improve quanti-
fication of the air–sea fluxes in the EDW formation re-
gion and the resulting surface buoyancy loss.

To provide an accurate in situ record of the air–sea
heat flux we sought to deploy a surface mooring for
2 yr at a site close to the climatological maximum in
annual air–sea heat flux (Fig. 1). This site is a deep-
water site, in depths of about 4500 m, and also a site
that would at times be within the core of the Gulf
Stream. One goal was to instrument the surface buoy
with the meteorological sensors needed to describe the
surface meteorology and estimate the air–sea fluxes of
heat, freshwater, and momentum by bulk formula
methods (Fairall et al. 1996). The buoy was therefore
equipped with redundant, calibrated meteorological
sensors (e.g., Weller and Anderson 1996). A second
goal was to equip the surface buoy with a direct co-
variance flux system (DCFS; Edson et al. 1998), which

would provide direct estimates of air–sea fluxes (mo-
mentum and sensible heat). This method provided the
ability to examine uncertainties associated with the
methodology of air–sea flux estimation and further in-
vestigate the parameterizations used in the bulk formula,
as well as the performance of the sensors. Though in prior
work (Colbo and Weller 2009) we have characterized the
uncertainties in buoy meteorological observations and the
derived air–sea fluxes in the subtropics, we anticipated
greater uncertainties would be seen in the Gulf Stream
location. Finally, a third goal was to obtain upper-ocean
currents, temperatures, and salinities. A near-surface
current was needed to determine the wind velocity relative
to the ocean surface velocity. By collecting 2 yr of data we
planned to be able to provide a dataset that would describe
the observed variability over a wide range of time scales,
spanning diurnal to annual, and would improve our
estimates of mean, seasonal, synoptic, and maximum
air–sea fluxes. This paper reviews the efforts taken to
design a surface mooring that would survive at this site
and to equip it with the meteorological and oceano-
graphic instrumentation needed to meet the goals.

Section 2 discusses the conditions anticipated at the
site and the design of the surface mooring done in

FIG. 1. Map of the Gulf Stream region off the northeastern United States. The bottom ba-
thymetry contours are shown in thick gray lines (200 and 1000 m). Color contours are the
winter (December–March) mean of net air–sea heat loss from sensible and latent heat from the
Objectively Analyzed Ocean–Sea Fluxes for the Global Oceans (OAFlux; Yu et al. 2004) for
the winters of 2005 through 2007. The average location of the north (red dashed line) [south
(green dashed line)] wall of the Gulf Stream is indicated, based on the Navy front and eddy
analysis product. The average 188C SST isotherm for the same period is shown (dashed black
line). The site chosen for the mooring, 388N, 658W, is also shown (black crossed circle).
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τ = ρa CD (W − U)2

OAFLUX
(Yu et al. 2004)

ing by the energetic small-scale variability in
the wind stress curl field may also play an
important role in the generation of eddies in

the open ocean (41).
Wind stress curl also generates upwelling

and downwelling (1) that are important to the
dynamics, thermodynamics, and biology of the
upper ocean. The vertical velocities associated
with the persistent small-scale features that are
unresolved by NWP models are comparable in
magnitude to the vertical velocities forced by the
large-scale wind stress curl (4). Because the
small-scale variability identified here is present
in the 4-year average, there is little doubt that the
persistent upwelling associated with these fea-
tures is important at least locally.

It is also known that air-sea heat fluxes as-
sociated with SST-induced variations of surface
winds can have a large feedback effect on upper-
ocean thermodynamics. In the eastern tropical
Pacific, for example, this two-way coupling gen-
erates spatial variations of 75 W m–2 in the latent
heat flux and 15 W m–2 in the sensible heat flux
(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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atmospheric boundary layer were neutrally stratified.
The vector wind stress and 10-m neutral-stability
wind are simply related by use of a neutral-stability
drag coefficient.

11. Because rain tends to occur in cyclonic and con-
vergent conditions, the elimination of rain-con-
taminated QuikSCAT observations results in large-
scale biases in the temporally averaged wind stress
derivative fields (6). These biases were mitigated
here by replacing rain-contaminated data with in-
swath smoothed wind stress obtained from a
Gaussian-weighted smoother selected to have a
wavenumber filter cutoff corresponding to 100 km.
This hole filling was applied only if more than 50%
of the observations within the span of the smooth-
er were rain-free. The divergence and curl were

Fig. 5. Four-year averages (August 1999–July 2003) of the spatial high-pass–filtered curl of the
wind stress (top) from Fig. 3 and of the SST and vector-average wind stress (bottom) for the eastern
tropical North Pacific (left panels) and the western North Atlantic (right panels). The color scale for
the wind stress curl is the same as in Figs. 1 to 3. The 4-year average SST fields were derived from
satellite measurements by the TRMM (Tropical Rainfall Measuring Mission) Microwave Imager
(TMI) (45). For clarity, the 25-km wind stress vectors are displayed with reduced resolution on a
1° by 1° grid. The white fringes along the continental margins are gaps in the satellite coverage
(about 25 km for QuikSCAT and about 75 km for TMI) owing to land contamination of the
microwave signals.

Fig. 6. The 4-year average (August 1999–July
2003) northward surface current velocity
across the Gulf Stream at 29.2°N (thin line)
and 31.6°N (heavy line) estimated from
cross-stream variations in the 4-year average
northward component of QuikSCAT wind
measurements. The differences between
these two surface velocity cross sections sep-
arated along-shore by 135 km provide a
rough measure of the uncertainty of the cal-
culation. The maximum velocity of about
1 m s–1 and the cross-stream width of less
than 100 km compare well with observations
(39) when the 25-km smoothing and 4-year
averaging of the QuikSCAT measurements
are taken into consideration.
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ing by the energetic small-scale variability in
the wind stress curl field may also play an
important role in the generation of eddies in

the open ocean (41).
Wind stress curl also generates upwelling

and downwelling (1) that are important to the
dynamics, thermodynamics, and biology of the
upper ocean. The vertical velocities associated
with the persistent small-scale features that are
unresolved by NWP models are comparable in
magnitude to the vertical velocities forced by the
large-scale wind stress curl (4). Because the
small-scale variability identified here is present
in the 4-year average, there is little doubt that the
persistent upwelling associated with these fea-
tures is important at least locally.

It is also known that air-sea heat fluxes as-
sociated with SST-induced variations of surface
winds can have a large feedback effect on upper-
ocean thermodynamics. In the eastern tropical
Pacific, for example, this two-way coupling gen-
erates spatial variations of 75 W m–2 in the latent
heat flux and 15 W m–2 in the sensible heat flux
(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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passed near the buoy, the R. M. Young anemometers
stopped recording wind speed and only wind direction
was later available from these sensors. Upon recovery of
the buoy, it was found that the anemometers had broken
propeller shafts, which may have been caused by wave

impacts. Consequently, one two-axis sonic sensor (Gill
WindObserver II) was installed in place of one R. M.
Young propeller-vane anemometer for the second de-
ployment. This sonic sensor reliably returned wind
speeds, but a software problem rendered the compass
reading inaccurate.

The most meteorologically reliable sensors were
SST and incoming shortwave radiation, with data
returns for both primary sensors higher than 99%. One
barometer had a 95% data return while all incoming
longwave radiation sensors were 85% or higher. For
relative humidity and air temperature one instrument
out of the two primary sensors had a data return of
99% and 97%, respectively, but other sensors failed
prematurely. Wind sensors had multiple failures dur-
ing CLIMODE 1, but the best instrument had a data
return of 97% or higher (not including the period after
damage from Florence). The wind and humidity sen-
sors proved more fragile overall, but instrument re-
dundancy supported development of a 15-month
record. The best rain gauge on CLIMODE 1 had 60%
data return only. Upon recovery, corrosion was ob-
served in the electronic components of the pre-
cipitation gauges. For 254 out of 453 days of the 15
months, the rain gauges provided the rain data. As
discussed in Part II the rain gauge data compared well
with European Centre for Medium-Range Weather
Forecasts (ECMWF) high-resolution forecast model rain
rates, and gaps in the rain data were replaced with the
hourly ECMWF values linearly interpolated to 1-min
resolution.

TABLE 5. Subsurface oceanographic instrumentation under
CLIMODE F surface mooring.

Sensor Variables Depth (m)
Record

interval (min)

SBE 37 (2) T and C 0.89 1
SBE 37 T and C 5 5
Nortek

Aquadopp
U, V, W, T, and P 10 15

SBE 39 T 15 5
Nortek

Aquadopp
U, V, W, T, and P 20 15

SBE 39 T 40 5
SBE 39 T 80 5
SBE 39 T 120 5
SBE 39 T 160 5
SBE 39 T 200 5
SBE 39 T 240 5
SBE 39 T 280 5
SBE 37 C and T 341 5
SBE 39 T 360 5
SBE 39 T 400 5
SBE 39 T 440 5
SBE 39 T 480 5
SBE 39 T 520 5
SBE 39 T 560 5
SBE 39 T 600 5
SBE 37 C, T, and P 662 5

FIG. 5. A 3-day composite Advanced Very High Resolution Radiometer (AVHRR)-based
SST field for 9 Jan 2007. The location of the surface mooring is shown (white circled cross). The
178 and 198C isotherms are denoted (black contours). The blue patches inside the warm me-
anders are probably warm clouds. A nine-point median filter is applied to the original AVHRR
image data. [Adapted from image from a Johns Hopkins University Applied Physics Labo-
ratory Ocean Remote Sensing Group image.]
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Air-sea flux anomalies exert thermal and mechanical 
feedback on the oceans.
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Ga ≈ ∫
!2
"g2

cpN2
r
"∗Qod. (3)

The sign convention used for net heat flux is positive into the ocean. When (3) is a source of APE it is positive
and occurs when cool SST corresponds with net heat flux out of the ocean and vice versa for warm SSTs.

2.2. Three-Way Decomposition of APE Generation
As a proxy for the total generation of APE per unit volume we will examine the time-averaged product of
the SST anomaly "∗ from a reference state "r(z) and net air-sea heat flux (SHF) Qo. We further decompose
the product into a climatological time mean, a mean seasonal cycle, and a transient eddy contribution,

"∗Qo = "m
∗ Qm

o + "s
∗Qs

o + "′∗Q′
o, (4)

where the m and s superscripts indicate the time-mean and seasonal climatology anomaly, respectively. See
Appendix A for a full derivation of (4); (4) multiplied by !2

"g2∕cpN2
r is proportional to the rate of APE gener-

ation in units of W m−2. Scaling in the midlatitudes shows that 102◦C W m−2 is approximately 1 mW m−2 in
APE units. This decomposition follows Bryan et al. (2014) and Griffies et al. (2015), which define an eddy as
a deviation from the monthly mean climatology and differs from von Storch et al. (2012), which includes a
mean seasonal cycle embedded in the transient eddy term. The time mean as a mean state will be referred
to as the traditional approach. Many of the pioneering works on ocean energetics that used relatively short
temporal records from moored current meter moorings in the Southern Ocean and Gulf Stream used ensem-
ble time averages as the mean state to estimate EPE and EKE budgets (Bryden, 1979; Cronin & Watts, 1996;
Dewar & Bane, 1989). The work here highlights the importance of isolating the mean seasonal cycle when
doing an eddy-mean decomposition when using surface data and or long temporal records that can resolve
a robust seasonal cycle.

The first, second, and third terms on the right-hand side of (4) will be referred to as the local mean, seasonal,
and transient APE generation terms, respectively. The global rate of thermal APE generation by the mean
(Gm), seasonal (Gs), and transient (Ge) SST and net air-sea heat flux can be written by integrating (4) over
the surface area () of the ocean,

Gm = ∫
!2
"g2

cpN2
r
"m
∗ Qm

o d, (5)

Gs = ∫
!2
"g2

cpN2
r
"s
∗Qs

od, (6)

Ge = ∫
!2
"g2

cpN2
r
"′∗Q′

od. (7)

From a Lorenz energy cycle (Lorenz, 1955) standpoint, the mean (5) and seasonal (6) terms play a role in the
mean APE reservoir, while the transient eddy (7) is a source or sink of EPE. In section 3, we will examine
the integrands in (5)–(7) as well as partial (zonal) and full (global) integrals.

2.3. Data
2.3.1. Observations
The observational data sets used in this study will primarily be SST and net air-sea heat flux with a com-
bination of mean subsurface climatology. The net heat flux is a combination of shortwave, longwave, and
turbulent latent and sensible heat fluxes from the Japanese Ocean Flux data sets with Use of Remote sensing
Observations Version 3 (J-OFURO3). J-OFURO3 is the evolution of the original J-OFURO data set (Kuboto
et al., 2002; Tomita et al., 2010). The new version is available for 1988–2013 with daily and monthly mean
temporal resolution and 0.25◦ spatial resolution. The focus of this study is on the monthly mean product,
which is a complete data set compared with the daily product that has data gaps between satellite orbiting
tracks. J-OFURO3 is derived solely from satellite data except for 2 m air temperature taken from NCEP-DOE
reanalysis (Kanamitsu et al., 2002). Daily averaged SST is an ensemble median of multiple satellite data
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Figure 5. Gulf Stream region local APE generation from observations (J-OFURO3/MIMOC left column) and CESM-H (right column). Gm in observations
(a) and CESM-H (b). Gs in observations (c) and CESM-H (d). Ge in observations (e) and CESM-H (f). Color contours with ci = 5, 1, and 0.25 mW m−2 for
Gm, Gs, and Ge, respectively. Black contours are the mean SST (ci = 2◦C), and gray contours are the mean SSH (ci = 25 cm) for J-OFURO3 (left column)
and CESM-H (right column), respectively.

in Figure 7. It can be seen that the Gm and Gs are associated with the warm core of the Gulf Stream within
and southwest of the SSH gradients, while Ge is associated more closely with SST gradients to the north. The
Kuroshio Extension shows the same spatial relationships between APE generation and the mean SST and
SSH gradients.
3.2.1.2. Southern Ocean
Gm, Gs, and Ge are shown for the Southern Ocean ACC in Figure 8. As in the Northern Hemisphere western
boundary currents Gm is mostly negative, indicating a sink of APE in the Southern Hemisphere, that is,
Agulhas Return Current and Brazil-Malvinas Confluence, with the model agreeing well in magnitude and
spatial location (Figures 8a and 8b). Gm is very weak outside of the western boundary currents along the
ACC path.

Gs is much smaller in the Southern Hemisphere compared with the Northern Hemisphere (Figures 4e and
4f), but it is the same magnitude as Ge (Figures 8c and 8d). The Gs source is strongest near the continents and
within midlatitude subtropical gyres north of the ACC. Within the ACC there are regions of near-zero Gs.
Ge (Figures 8e and 8f) is a sink and largest in the Southern Hemisphere western boundary currents: Agul-
has Return Current, Brazil-Malvinas Confluence, and East Australian Current systems. An elevated sink is
observed along the southwestern coast of Australia, likely associated with the Leeuwin Current variability.
Similar to the Northern Hemisphere, there is a notable offset in spatial location with Gm and Gs aligned with
mean SSH gradients and Ge with SST gradients (Figure 9).
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Figure 5. Gulf Stream region local APE generation from observations (J-OFURO3/MIMOC left column) and CESM-H (right column). Gm in observations
(a) and CESM-H (b). Gs in observations (c) and CESM-H (d). Ge in observations (e) and CESM-H (f). Color contours with ci = 5, 1, and 0.25 mW m−2 for
Gm, Gs, and Ge, respectively. Black contours are the mean SST (ci = 2◦C), and gray contours are the mean SSH (ci = 25 cm) for J-OFURO3 (left column)
and CESM-H (right column), respectively.

in Figure 7. It can be seen that the Gm and Gs are associated with the warm core of the Gulf Stream within
and southwest of the SSH gradients, while Ge is associated more closely with SST gradients to the north. The
Kuroshio Extension shows the same spatial relationships between APE generation and the mean SST and
SSH gradients.
3.2.1.2. Southern Ocean
Gm, Gs, and Ge are shown for the Southern Ocean ACC in Figure 8. As in the Northern Hemisphere western
boundary currents Gm is mostly negative, indicating a sink of APE in the Southern Hemisphere, that is,
Agulhas Return Current and Brazil-Malvinas Confluence, with the model agreeing well in magnitude and
spatial location (Figures 8a and 8b). Gm is very weak outside of the western boundary currents along the
ACC path.

Gs is much smaller in the Southern Hemisphere compared with the Northern Hemisphere (Figures 4e and
4f), but it is the same magnitude as Ge (Figures 8c and 8d). The Gs source is strongest near the continents and
within midlatitude subtropical gyres north of the ACC. Within the ACC there are regions of near-zero Gs.
Ge (Figures 8e and 8f) is a sink and largest in the Southern Hemisphere western boundary currents: Agul-
has Return Current, Brazil-Malvinas Confluence, and East Australian Current systems. An elevated sink is
observed along the southwestern coast of Australia, likely associated with the Leeuwin Current variability.
Similar to the Northern Hemisphere, there is a notable offset in spatial location with Gm and Gs aligned with
mean SSH gradients and Ge with SST gradients (Figure 9).
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Ga ≈ ∫
!2
"g2

cpN2
r
"∗Qod. (3)

The sign convention used for net heat flux is positive into the ocean. When (3) is a source of APE it is positive
and occurs when cool SST corresponds with net heat flux out of the ocean and vice versa for warm SSTs.

2.2. Three-Way Decomposition of APE Generation
As a proxy for the total generation of APE per unit volume we will examine the time-averaged product of
the SST anomaly "∗ from a reference state "r(z) and net air-sea heat flux (SHF) Qo. We further decompose
the product into a climatological time mean, a mean seasonal cycle, and a transient eddy contribution,

"∗Qo = "m
∗ Qm

o + "s
∗Qs

o + "′∗Q′
o, (4)

where the m and s superscripts indicate the time-mean and seasonal climatology anomaly, respectively. See
Appendix A for a full derivation of (4); (4) multiplied by !2

"g2∕cpN2
r is proportional to the rate of APE gener-

ation in units of W m−2. Scaling in the midlatitudes shows that 102◦C W m−2 is approximately 1 mW m−2 in
APE units. This decomposition follows Bryan et al. (2014) and Griffies et al. (2015), which define an eddy as
a deviation from the monthly mean climatology and differs from von Storch et al. (2012), which includes a
mean seasonal cycle embedded in the transient eddy term. The time mean as a mean state will be referred
to as the traditional approach. Many of the pioneering works on ocean energetics that used relatively short
temporal records from moored current meter moorings in the Southern Ocean and Gulf Stream used ensem-
ble time averages as the mean state to estimate EPE and EKE budgets (Bryden, 1979; Cronin & Watts, 1996;
Dewar & Bane, 1989). The work here highlights the importance of isolating the mean seasonal cycle when
doing an eddy-mean decomposition when using surface data and or long temporal records that can resolve
a robust seasonal cycle.

The first, second, and third terms on the right-hand side of (4) will be referred to as the local mean, seasonal,
and transient APE generation terms, respectively. The global rate of thermal APE generation by the mean
(Gm), seasonal (Gs), and transient (Ge) SST and net air-sea heat flux can be written by integrating (4) over
the surface area () of the ocean,

Gm = ∫
!2
"g2

cpN2
r
"m
∗ Qm

o d, (5)

Gs = ∫
!2
"g2

cpN2
r
"s
∗Qs

od, (6)

Ge = ∫
!2
"g2

cpN2
r
"′∗Q′

od. (7)

From a Lorenz energy cycle (Lorenz, 1955) standpoint, the mean (5) and seasonal (6) terms play a role in the
mean APE reservoir, while the transient eddy (7) is a source or sink of EPE. In section 3, we will examine
the integrands in (5)–(7) as well as partial (zonal) and full (global) integrals.

2.3. Data
2.3.1. Observations
The observational data sets used in this study will primarily be SST and net air-sea heat flux with a com-
bination of mean subsurface climatology. The net heat flux is a combination of shortwave, longwave, and
turbulent latent and sensible heat fluxes from the Japanese Ocean Flux data sets with Use of Remote sensing
Observations Version 3 (J-OFURO3). J-OFURO3 is the evolution of the original J-OFURO data set (Kuboto
et al., 2002; Tomita et al., 2010). The new version is available for 1988–2013 with daily and monthly mean
temporal resolution and 0.25◦ spatial resolution. The focus of this study is on the monthly mean product,
which is a complete data set compared with the daily product that has data gaps between satellite orbiting
tracks. J-OFURO3 is derived solely from satellite data except for 2 m air temperature taken from NCEP-DOE
reanalysis (Kanamitsu et al., 2002). Daily averaged SST is an ensemble median of multiple satellite data
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(308–368N) and the region downstream of the GS sepa-
ration at Cape Hatteras (from 368N to 758W). In agree-
ment with the observations, the GS flows northward
along the South Atlantic Bight and is slightly deflected
offshore at the location of the Charleston bump (328N)
and then separates at Cape Hatteras in all the experi-
ments. The net transport from the experiments is esti-
mated through two keys sections: the Florida Strait,
where Hamilton et al. (2005) estimate a net transport of
25 Sv (1 Sv [ 106 m3 s21), and the Strait between the
Florida coast and the Bahamas, where Cunningham et al.
(2007) indicate a net transport of 31.3 6 3.3 Sv. The net
transport through the Florida Strait is weaker than the
net transport through the strait between the Florida
coast and the Bahamas due to the inflow transport

through the Florida Strait and the input of about 2 Sv
from the open ocean to the strait between the Florida
coast and the Bahamas (Hamilton et al. 2005). Consis-
tent with the previous findings, the current feedback
causes a reduction of the transport. The net transport
from UNCOUPLED and COUPLED through the
Florida Strait is reduced from 30.2 to 25.6 Sv (Fig. 5d),
improving the realism of the simulation. Between the
Florida coast and the Bahamas, it is reduced from 34 to
29 Sv. However, both UNCOUPLED and COUPLED
transports through that section are within the range of
the net transport estimated by Cunningham et al. (2007).

In the observations (Figs. 8a,b), the separation of
the GS at Cape Hatteras is characterized by a concave
path and then by a very stable path postseparation.
Those features are very difficult to represent in numer-
ical oceanic models; the reasons are still elusive
(Schoonover et al. 2016). UNCOUPLED, as the simu-
lations in Schoonover et al. (2016), is able to represent
the GS separation at Cape Hatteras; however, it is
characterized by the presence of a standing eddy making
its separation convex. Additionally, the postseparation
region is characterized by a too large EKE (Fig. 6e) that
induces a spatial spread of mean circulation (Figs. 4a, 8b)
and too large a RMS of the geostrophic currents with
respect to the observations (Fig. 8b). The current feed-
back strongly improves the GS separation and post-
separation characteristics. In COUPLED, the GS has a
concave separation at Cape Hatteras as in the observa-
tions (Fig. 8a). The spread of the mean circulation is re-
duced (Figs. 4b, 8a,b). The effect of the current feedback
can also be highlighted using the mean sea surface
height (SSH; Fig. 9). UNCOUPLED has three main
biases: its SSH gradients are too strong (i.e., a too in-
tense surface GS), the GS separation is characterized by
the presence of a standing eddy and is therefore convex,
and the postseparation is too unstable, with too large
meanderings. COUPLED has weaker SSH gradients, a
concave separation, and a straight postseparation path,
without strong meandering. To our knowledge this
is the first time a numerical simulation (without data
assimilation) can reproduce such a feature (see, e.g.,
Schoonover et al. 2016).

The current feedback large-scale and local effects are
potentially the two main drivers that explain the GS
transport intensity reduction and the stabilization of the
GS path and separation. To determine their respective
impact, two additional uncoupled experiments were
carried out using the smaller domain shown in Fig. 9.
The first experiment, LOC_COUPLED, is forced
at the boundaries by the large-scale fields from
UNCOUPLED. It takes into account the oceanic surface
current when estimating the surface stress. In that sense

FIG. 7. Mean geostrophic eddy wind work (FeKeg) from the
(a) observations, (b) UNCOUPLED, and (c) COUPLED for the
period 2000–04, smoothed on three grid points. Consistent with
former studies, there is a deflection of energy from the ocean to the
atmosphere from the geostrophic currents (eddies). The current
feedback to the atmosphere induces a large pathway of energy
from the ocean to the atmosphere, which is the main driver of the
EKE reduction (eddy killing).
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currents and attenuates the strength of eddies. This
damping effect by the current–wind interaction appears
to take place mostly on large scales (i.e., defined to be
greater than the 38 3 38 averages, which include the SC
and much of the GW; Fig. 3), rather than on small scales,
although this distinction is somewhat arbitrary, as it de-
pends on the chosen filtering scales. The following sec-
tions look into each process in greater detail.

It is worthwhile to note that, over the southeastern part
of the GW, the CTL and the QuikSCAT climatologies
both exhibit a narrow and elongated band of negative
wind stress curl extending southwestward along the
southern limb of the GW (Figs. 4g,f). Vecchi et al. (2004)
also observed this band of Ekman downwelling from their
climatology (their Figs. 1 and 3), suggesting that this is
because of SST–wind coupling. The comparison of wind
stress curl climatologies in Fig. 4, however, implies that
the enhanced and narrow negative wind stress curl there
should be also more strongly attributed to current–wind
coupling, in particular on the oceanic mesoscale. This is
because the negative wind stress curl in noTe (Fig. 4h)
remains comparable to that in CTL but is weakened no-
ticeably in noUe (Fig. 4i). This negative wind stress curl
appears to be enhanced when the total current effect is
removed (Fig. 4j); however, this enhancement is taking
place farther west over the GW as opposed to the limb of
it and is due to a lack of negative surface vorticity re-
ducing the negative wind stress curl. A careful inspection
of the climatologies (Figs. 4i,j) indeed indicates that the
negative wind stress curl is further reduced in noUtot

compared to noUe along the thin southern limb of the
GW. The relative importance of surface current com-
pared to the SST in the negative wind stress curl in this
region is expected because the SST gradient is generally
weaker, being far from the influence of CF (Figs. 4f–j,
contours), yet the intensity of the surface current is
maintained there with the Rossby number reaching 1
(Vic et al. 2014). That Vecchi et al. (2004) observed the
negative wind stress curl in this region from QuikSCAT
scatterometers is perhaps because the QuikSCAT mea-
sures the wind relative to the moving ocean in addition to
the SST influence on the wind.

4. Further analysis of the AS circulation responses

a. Energy sources and conversions

To further quantify causes of the modeled responses
to two types of air–sea coupling, three diagnostic
quantities that represent energy sources and depth-
integrated energy conversions are derived from the
equations of motion:
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Here, r0 is the density of seawater, and (U, V) is the JJAS
climatological velocity fields. The overbars are the time
mean, and the primes are the deviation from it. Terms in
(2)–(4) are integrated from the surface to the bottom of
the ocean (2h). Equation (2) is the correlation between
current and wind stress (i.e., work done by the wind on
the ocean). The total wind work (P) is decomposed into
mean wind work (Pm) affecting the MKE, and eddy wind
work (Pe), which enters the EKE budget. If positive, wind
energy is supplied to the ocean, amplifying the EKE,
while, if negative, the wind slows down the mean and
eddy current through friction. Equation (3) denotes the
energy conversion from potential energy to kinetic en-
ergy. The term involving r0w0 represents the eddy con-
version from potential to kinetic energy, particularly
important during baroclinic instability (BC). Equation
(4) represents the conversion from MKE to EKE, which
is dominated by two processes; the horizontal and vertical
Reynolds stresses indicative of barotropic instability
(BT) and vertical shear instability.

Figure 7 shows the JJAS climatologies of each of these
terms calculated from CTL. The superposed contour in
each subplot is an isotach of 1.0 m s21 surface current,
marking the location of the SC. The wind work Pm stands
out as the primary energy source term, showing the
maximum positive all along the SC. There is negative Pm

over the eastern edge of the GW because its southward
flow is against the southerly wind there. The positive Pm

suggests that acceleration of the SC is a linear, scale-to-
scale response to wind stress. The decomposition of Pm

into Pmx and Pmy confirms this scale-to-scale momentum
transfer, showing that the positive Pmy coincides with the
SC, accelerating it along the coast up to 108N. The wind
work in the x direction Pmx takes over wind energy input
to the ocean north of 88–108N, where the SC departs from
the continental slope to flow eastward. The Pe is by an
order of magnitude smaller than Pm but is comparable in
size to other energy conversion processes. In CTL, Pex is
weakly negative over the CF because of the decline of
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(308–368N) and the region downstream of the GS sepa-
ration at Cape Hatteras (from 368N to 758W). In agree-
ment with the observations, the GS flows northward
along the South Atlantic Bight and is slightly deflected
offshore at the location of the Charleston bump (328N)
and then separates at Cape Hatteras in all the experi-
ments. The net transport from the experiments is esti-
mated through two keys sections: the Florida Strait,
where Hamilton et al. (2005) estimate a net transport of
25 Sv (1 Sv [ 106 m3 s21), and the Strait between the
Florida coast and the Bahamas, where Cunningham et al.
(2007) indicate a net transport of 31.3 6 3.3 Sv. The net
transport through the Florida Strait is weaker than the
net transport through the strait between the Florida
coast and the Bahamas due to the inflow transport

through the Florida Strait and the input of about 2 Sv
from the open ocean to the strait between the Florida
coast and the Bahamas (Hamilton et al. 2005). Consis-
tent with the previous findings, the current feedback
causes a reduction of the transport. The net transport
from UNCOUPLED and COUPLED through the
Florida Strait is reduced from 30.2 to 25.6 Sv (Fig. 5d),
improving the realism of the simulation. Between the
Florida coast and the Bahamas, it is reduced from 34 to
29 Sv. However, both UNCOUPLED and COUPLED
transports through that section are within the range of
the net transport estimated by Cunningham et al. (2007).

In the observations (Figs. 8a,b), the separation of
the GS at Cape Hatteras is characterized by a concave
path and then by a very stable path postseparation.
Those features are very difficult to represent in numer-
ical oceanic models; the reasons are still elusive
(Schoonover et al. 2016). UNCOUPLED, as the simu-
lations in Schoonover et al. (2016), is able to represent
the GS separation at Cape Hatteras; however, it is
characterized by the presence of a standing eddy making
its separation convex. Additionally, the postseparation
region is characterized by a too large EKE (Fig. 6e) that
induces a spatial spread of mean circulation (Figs. 4a, 8b)
and too large a RMS of the geostrophic currents with
respect to the observations (Fig. 8b). The current feed-
back strongly improves the GS separation and post-
separation characteristics. In COUPLED, the GS has a
concave separation at Cape Hatteras as in the observa-
tions (Fig. 8a). The spread of the mean circulation is re-
duced (Figs. 4b, 8a,b). The effect of the current feedback
can also be highlighted using the mean sea surface
height (SSH; Fig. 9). UNCOUPLED has three main
biases: its SSH gradients are too strong (i.e., a too in-
tense surface GS), the GS separation is characterized by
the presence of a standing eddy and is therefore convex,
and the postseparation is too unstable, with too large
meanderings. COUPLED has weaker SSH gradients, a
concave separation, and a straight postseparation path,
without strong meandering. To our knowledge this
is the first time a numerical simulation (without data
assimilation) can reproduce such a feature (see, e.g.,
Schoonover et al. 2016).

The current feedback large-scale and local effects are
potentially the two main drivers that explain the GS
transport intensity reduction and the stabilization of the
GS path and separation. To determine their respective
impact, two additional uncoupled experiments were
carried out using the smaller domain shown in Fig. 9.
The first experiment, LOC_COUPLED, is forced
at the boundaries by the large-scale fields from
UNCOUPLED. It takes into account the oceanic surface
current when estimating the surface stress. In that sense

FIG. 7. Mean geostrophic eddy wind work (FeKeg) from the
(a) observations, (b) UNCOUPLED, and (c) COUPLED for the
period 2000–04, smoothed on three grid points. Consistent with
former studies, there is a deflection of energy from the ocean to the
atmosphere from the geostrophic currents (eddies). The current
feedback to the atmosphere induces a large pathway of energy
from the ocean to the atmosphere, which is the main driver of the
EKE reduction (eddy killing).
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where uog and yog are the zonal and meridional
geostrophic currents, respectively; g is the gravita-
tional acceleration; f is the Coriolis parameter; and
h is the daily average sea surface height from the
simulation.

The oceanic surface currents can then be split into
their geostrophic and ageostrophic parts:
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with uoa and yoa as the zonal and meridional ageo-
strophic currents.

Substituting the decomposition of Eq. (6) into Eq. (3),
the total wind work on the geostrophic flow is
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The term FKg can be split into its mean FmKmg and eddy
FeKeg parts using a simple Reynolds decomposition that
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d the mean geostrophic wind work

F
m

K
mg

5
1

r
0

(t
x

u
og

1 t
y

y
og

) , (9)

d the mean geostrophic eddy wind work

F
e
K

eg
5

1

r
0

(t 0
xu 0

og 1 t 0
yy 0

og) , (10)

and
FmKmg represents the transfer of energy from the mean
surface wind forcing to mean kinetic energy (KE). It is
the main source of energy of the ocean at basin scale
(Fig. 2 and, e.g., Scott and Xu 2009). The quantity FeKeg

represents the transfer of energy between the surface stress
anomalies and the geostrophic currents.

3. Current feedback large-scale impact

The observed mean surface stress from the Scatter-
ometer Climatology of Ocean Wind (SCOW; Risien and
Chelton 2008) product is illustrated in Fig. 2a. The

FIG. 2. Mean FmKmg (colors) and surface stress (arrows) estimated from (a) the observations,
(b) UNCOUPLED, and (c) COUPLED for the period 2000–04. In (c), the arrows represent the difference of mean
surface stress between UNCOUPLED and COUPLED. (d) FmKmg averaged over the whole domain (NATL), Gulf
Stream (GS), and center of the domain (CENTER); see black boxes in (a). The current feedback to the atmosphere
decreases the surface stress and reduces FmKmg over the whole North Atlantic by 30%.

NOVEMBER 2016 R E N A U L T E T A L . 3443currents and attenuates the strength of eddies. This
damping effect by the current–wind interaction appears
to take place mostly on large scales (i.e., defined to be
greater than the 38 3 38 averages, which include the SC
and much of the GW; Fig. 3), rather than on small scales,
although this distinction is somewhat arbitrary, as it de-
pends on the chosen filtering scales. The following sec-
tions look into each process in greater detail.

It is worthwhile to note that, over the southeastern part
of the GW, the CTL and the QuikSCAT climatologies
both exhibit a narrow and elongated band of negative
wind stress curl extending southwestward along the
southern limb of the GW (Figs. 4g,f). Vecchi et al. (2004)
also observed this band of Ekman downwelling from their
climatology (their Figs. 1 and 3), suggesting that this is
because of SST–wind coupling. The comparison of wind
stress curl climatologies in Fig. 4, however, implies that
the enhanced and narrow negative wind stress curl there
should be also more strongly attributed to current–wind
coupling, in particular on the oceanic mesoscale. This is
because the negative wind stress curl in noTe (Fig. 4h)
remains comparable to that in CTL but is weakened no-
ticeably in noUe (Fig. 4i). This negative wind stress curl
appears to be enhanced when the total current effect is
removed (Fig. 4j); however, this enhancement is taking
place farther west over the GW as opposed to the limb of
it and is due to a lack of negative surface vorticity re-
ducing the negative wind stress curl. A careful inspection
of the climatologies (Figs. 4i,j) indeed indicates that the
negative wind stress curl is further reduced in noUtot

compared to noUe along the thin southern limb of the
GW. The relative importance of surface current com-
pared to the SST in the negative wind stress curl in this
region is expected because the SST gradient is generally
weaker, being far from the influence of CF (Figs. 4f–j,
contours), yet the intensity of the surface current is
maintained there with the Rossby number reaching 1
(Vic et al. 2014). That Vecchi et al. (2004) observed the
negative wind stress curl in this region from QuikSCAT
scatterometers is perhaps because the QuikSCAT mea-
sures the wind relative to the moving ocean in addition to
the SST influence on the wind.

4. Further analysis of the AS circulation responses

a. Energy sources and conversions

To further quantify causes of the modeled responses
to two types of air–sea coupling, three diagnostic
quantities that represent energy sources and depth-
integrated energy conversions are derived from the
equations of motion:
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Here, r0 is the density of seawater, and (U, V) is the JJAS
climatological velocity fields. The overbars are the time
mean, and the primes are the deviation from it. Terms in
(2)–(4) are integrated from the surface to the bottom of
the ocean (2h). Equation (2) is the correlation between
current and wind stress (i.e., work done by the wind on
the ocean). The total wind work (P) is decomposed into
mean wind work (Pm) affecting the MKE, and eddy wind
work (Pe), which enters the EKE budget. If positive, wind
energy is supplied to the ocean, amplifying the EKE,
while, if negative, the wind slows down the mean and
eddy current through friction. Equation (3) denotes the
energy conversion from potential energy to kinetic en-
ergy. The term involving r0w0 represents the eddy con-
version from potential to kinetic energy, particularly
important during baroclinic instability (BC). Equation
(4) represents the conversion from MKE to EKE, which
is dominated by two processes; the horizontal and vertical
Reynolds stresses indicative of barotropic instability
(BT) and vertical shear instability.

Figure 7 shows the JJAS climatologies of each of these
terms calculated from CTL. The superposed contour in
each subplot is an isotach of 1.0 m s21 surface current,
marking the location of the SC. The wind work Pm stands
out as the primary energy source term, showing the
maximum positive all along the SC. There is negative Pm

over the eastern edge of the GW because its southward
flow is against the southerly wind there. The positive Pm

suggests that acceleration of the SC is a linear, scale-to-
scale response to wind stress. The decomposition of Pm

into Pmx and Pmy confirms this scale-to-scale momentum
transfer, showing that the positive Pmy coincides with the
SC, accelerating it along the coast up to 108N. The wind
work in the x direction Pmx takes over wind energy input
to the ocean north of 88–108N, where the SC departs from
the continental slope to flow eastward. The Pe is by an
order of magnitude smaller than Pm but is comparable in
size to other energy conversion processes. In CTL, Pex is
weakly negative over the CF because of the decline of
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where uog and yog are the zonal and meridional
geostrophic currents, respectively; g is the gravita-
tional acceleration; f is the Coriolis parameter; and
h is the daily average sea surface height from the
simulation.

The oceanic surface currents can then be split into
their geostrophic and ageostrophic parts:
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strophic currents.

Substituting the decomposition of Eq. (6) into Eq. (3),
the total wind work on the geostrophic flow is
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The term FKg can be split into its mean FmKmg and eddy
FeKeg parts using a simple Reynolds decomposition that
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and
FmKmg represents the transfer of energy from the mean
surface wind forcing to mean kinetic energy (KE). It is
the main source of energy of the ocean at basin scale
(Fig. 2 and, e.g., Scott and Xu 2009). The quantity FeKeg

represents the transfer of energy between the surface stress
anomalies and the geostrophic currents.

3. Current feedback large-scale impact

The observed mean surface stress from the Scatter-
ometer Climatology of Ocean Wind (SCOW; Risien and
Chelton 2008) product is illustrated in Fig. 2a. The

FIG. 2. Mean FmKmg (colors) and surface stress (arrows) estimated from (a) the observations,
(b) UNCOUPLED, and (c) COUPLED for the period 2000–04. In (c), the arrows represent the difference of mean
surface stress between UNCOUPLED and COUPLED. (d) FmKmg averaged over the whole domain (NATL), Gulf
Stream (GS), and center of the domain (CENTER); see black boxes in (a). The current feedback to the atmosphere
decreases the surface stress and reduces FmKmg over the whole North Atlantic by 30%.
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Ocean EPE destruction by mean and eddies 
via the negative SST-Q covariance→ an ocean EPE sink
Bishop et al. 2020

Ocean EKE reduction by ocean eddies via the negative 
τ-us covariance → an ocean EKE sink 

Renault et al. 2017



the ocean to the atmosphere is induced by the current
feedback. COUPLED has larger values of FeKeg with
respect to the observation estimate, again this is ex-
plained partly by model biases but also by the
smoothing used in AVISO (e.g., Chelton and Schlax
2003). UNCOUPLED does not reproduce the negative
FeKeg because it ignores the currents’ influence on the
atmosphere. As a result, in UNCOUPLED eddies are
advected along the GS path, they are not dampened by
the eddy killing mechanism, and they eventually de-
tach and propagate westward (McWilliams 1985) to-
ward Cape Hatteras where they can die, merge, and/or
recirculate, which explains the UNCOUPLED over-
estimation of the EKE in the vicinity of Cape Hatteras.
In COUPLED and in AVISO, eddies detach from the
GS but are dampened by the eddy killing mechanism.
COUPLED reproduces the negative FeKeg, only with
larger values. This is most likely partially explained by
the smoothing used in AVISO. In COUPLED the
larger the EKE (and the wind) is, the larger the de-
flection of energy from the ocean to the atmosphere.

The main driver of the EKE reduction is this partway
of energy.

5. Mean Gulf Stream intensity, path, and
separation

The current feedback causes a slowdown of the mean
circulation and a drastic weakening of the EKE. The aim
of this section is to address the changes on the GS
transport intensity, path, and separation induced by the
current feedback. Figure 8 shows an estimate of the
mean GS path and its root-mean-square (RMS) using
the mean geostrophic current amplitude from AVISO,
UNCOUPLED, and COUPLED. The current feedback
has a strong influence on the GS. In general the reduction
of the transport improves the realism of the circulation.
The first effect is a reduction of the GS depth-integrated
KE (Fig. 4; by 20%), which is in good agreement with the
slowdown of the gyre and the reduction of the EKE that
induces a weakening of the mesoscale recirculation. Two
regions can be distinguished: the South Atlantic Bight

FIG. 6. EKE for the period 2000–04 from AVISO, UNCOUPLED, and COUPLED for the (a)–(c) North Atlantic and around the
(d)–(f) GS separation. The black contours in (d)–(f) depict the mean EKE from AVISO (one contour each 1000 cm2 s22). The current
feedback causes a drastic reduction of the EKE by 30%. In particular, it limits the propagation of eddies far from the mean GS path.
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•With the RW effect, 
the Gulf Stream 
becomes more stable 
and eddy activity is 
attenuated by 30-40%. 

Damping of eddy energy by the RW effect
τ = ρa CD (W − U)2 τ = ρa CD (W)2

Renault et al. 2016

Seo et al. in prep.

τ = ρa CD (W − U)2 QLH = ρa LeCE Δq|W − U|
6 km WRF-ROMS coupled model simulation: 2016-2018 annual averages

RW effect also influences the turbulent heat flux

• The RW effect on Q 
is not negligible. 

• Induces distinct 
responses in SST and 

the storm track.

ΔEKEg  RW on tau ΔEKEg RW on Q 

Journal of Advances in Modeling Earth Systems 10.1029/2020MS002118

Ga ≈ ∫
!2
"g2

cpN2
r
"∗Qod. (3)

The sign convention used for net heat flux is positive into the ocean. When (3) is a source of APE it is positive
and occurs when cool SST corresponds with net heat flux out of the ocean and vice versa for warm SSTs.

2.2. Three-Way Decomposition of APE Generation
As a proxy for the total generation of APE per unit volume we will examine the time-averaged product of
the SST anomaly "∗ from a reference state "r(z) and net air-sea heat flux (SHF) Qo. We further decompose
the product into a climatological time mean, a mean seasonal cycle, and a transient eddy contribution,

"∗Qo = "m
∗ Qm

o + "s
∗Qs

o + "′∗Q′
o, (4)

where the m and s superscripts indicate the time-mean and seasonal climatology anomaly, respectively. See
Appendix A for a full derivation of (4); (4) multiplied by !2

"g2∕cpN2
r is proportional to the rate of APE gener-

ation in units of W m−2. Scaling in the midlatitudes shows that 102◦C W m−2 is approximately 1 mW m−2 in
APE units. This decomposition follows Bryan et al. (2014) and Griffies et al. (2015), which define an eddy as
a deviation from the monthly mean climatology and differs from von Storch et al. (2012), which includes a
mean seasonal cycle embedded in the transient eddy term. The time mean as a mean state will be referred
to as the traditional approach. Many of the pioneering works on ocean energetics that used relatively short
temporal records from moored current meter moorings in the Southern Ocean and Gulf Stream used ensem-
ble time averages as the mean state to estimate EPE and EKE budgets (Bryden, 1979; Cronin & Watts, 1996;
Dewar & Bane, 1989). The work here highlights the importance of isolating the mean seasonal cycle when
doing an eddy-mean decomposition when using surface data and or long temporal records that can resolve
a robust seasonal cycle.

The first, second, and third terms on the right-hand side of (4) will be referred to as the local mean, seasonal,
and transient APE generation terms, respectively. The global rate of thermal APE generation by the mean
(Gm), seasonal (Gs), and transient (Ge) SST and net air-sea heat flux can be written by integrating (4) over
the surface area () of the ocean,

Gm = ∫
!2
"g2

cpN2
r
"m
∗ Qm

o d, (5)

Gs = ∫
!2
"g2

cpN2
r
"s
∗Qs

od, (6)

Ge = ∫
!2
"g2

cpN2
r
"′∗Q′

od. (7)

From a Lorenz energy cycle (Lorenz, 1955) standpoint, the mean (5) and seasonal (6) terms play a role in the
mean APE reservoir, while the transient eddy (7) is a source or sink of EPE. In section 3, we will examine
the integrands in (5)–(7) as well as partial (zonal) and full (global) integrals.

2.3. Data
2.3.1. Observations
The observational data sets used in this study will primarily be SST and net air-sea heat flux with a com-
bination of mean subsurface climatology. The net heat flux is a combination of shortwave, longwave, and
turbulent latent and sensible heat fluxes from the Japanese Ocean Flux data sets with Use of Remote sensing
Observations Version 3 (J-OFURO3). J-OFURO3 is the evolution of the original J-OFURO data set (Kuboto
et al., 2002; Tomita et al., 2010). The new version is available for 1988–2013 with daily and monthly mean
temporal resolution and 0.25◦ spatial resolution. The focus of this study is on the monthly mean product,
which is a complete data set compared with the daily product that has data gaps between satellite orbiting
tracks. J-OFURO3 is derived solely from satellite data except for 2 m air temperature taken from NCEP-DOE
reanalysis (Kanamitsu et al., 2002). Daily averaged SST is an ensemble median of multiple satellite data
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Wave-current interaction and sea state

Δz0 ΔCD Δ𝛕
up to 10% up to 10% ~1%

wind stress surface current

Hs with currentHs without current
→: wave 
direction

→: wave 
direction

→: wind 
stress

→: 
current

• The waves misaligned with the currents increase Hs , surface drag, and stress.
• Wave-wind interactions: Cesar’s poster: “Impacts of surface waves on air-sea 

flux and marine boundary layer processes in the North Atlantic Oceans”

WRF-ROMS-WW3 simulations with and without surface current effects on waves

τ = ρa CD (W − U)2

current direction

wave direction

S N significant wave height Hs

aerodynamically rougher 
sea surface

Ardhuin et al. (2017): The spatial variability 
in ocean currents affects the wave 

properties, leading to congruent patterns of 
wave energy and ocean currents



• Mesoscale air-sea interaction is important for accurate simulations 
of ocean circulation, boundary layer process, and some high-
impact weather events.

- This represents challenges for developing observational strategies, 
model physics, and diagnostics approaches, important for Earth 
System predictability across scales.

Synthesis and discussion

• Satellite remote sensing plays a crucial role in mesoscale air-sea 
interaction studies. 

- Mostly in identifying and understanding neutral wind response to 
mesoscale SSTs

- A critical gap remains to provide accurate global estimates of turbulent 
heat and moisture fluxes at high-resolution (10-25 km) (Butterfly 
addresses this).

- Synchronous measurements of surface winds & currents and surface 
winds & waves are forthcoming or ongoing (S-MODE, Odysea, 
Harmony, & CFOSAT).
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wave-wind 
interaction

wave-current
interaction

oceanic forcing of 
baroclinicity and 
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stochastic 
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• Models have been LEADING the research on weather-ocean-climate 
interactions

- Air-sea fluxes and MABL processes are not well validated.
- Bulk formulas do not represent the recent observations of wave-wind-
current interactions. 

- (Rectified) coupled effects of ocean eddy coupling (on EPE and EKE) 
should be parameterized.

- Coordinated global modeling and diagnostic efforts are increasing (e.g., 
HighresMIPs)

- Regional-scale or LES modeling could guide sampling strategies and 
refine the physics.

• In-situ measurements of PBL, air-sea flux, and sea-states are 
extremely sparse. 

- Need distributed arrays of DCF systems, bulk met. sensors, sea-state, 
and PBL to refine the bulk formula (e.g., DOE WFIP3)

- Novel technologies enable detailed characterization of the air-sea 
processes

- Strong interests exist in coordinated air-sea interaction studies (OASIS, 
US CLIVAR).
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Helpful reading

Thanks, US CLIVAR!

• Satellite observations of surface wind response to mesoscale SSTs: Chelton et al. (2004); Xie (2004)
• Comprehensive reviews on mesoscale air-sea interaction: Small et al. (2008)
• WBCs, air-sea interaction, and climate implications: Kelly et al. (2010); Kwon et al. (2010)
• Extratropical atmospheric responses and modeling: Kushir et al. (2002); Czaja et al. (2019)
• US CLIVAR Workshop report by Robinson et al. (2018, 2020)

• Special Collection:
• Climate Implications of Frontal Scale Air-Sea Interaction, J. Climate, 2013-Present
• "Hot Spots” in the climate system, J. Oceanography, 2015

• An updated review by the US CLIVAR Air-Sea Interaction Working Group 
• Preprint available here

hseo@whoi.edu

https://doi.org/10.1016/j.dynatmoce.2008.01.001
https://journals.ametsoc.org/view/journals/clim/23/21/2010jcli3346.1.xml
https://journals.ametsoc.org/view/journals/clim/23/12/2010jcli3343.1.xml
https://journals.ametsoc.org/view/journals/clim/15/16/1520-0442_2002_015_2233_agrtes_2.0.co_2.xml
https://link.springer.com/article/10.1007/s40641-019-00148-5
https://opensky.ucar.edu/islandora/object/usclivar:123
https://doi.org/10.1029/2018EO100609
https://journals.ametsoc.org/collection/climate-implications
https://link.springer.com/book/10.1007/978-4-431-56053-1
https://hseo.whoi.edu/wp-content/uploads/sites/41/2022/02/ASI_Review_JCLI.pdf
mailto:hseo@whoi.edu


Sea state and wave-wind interaction
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• The parameterized wave and sea-state impacts on momentum and heat 
flux influence the kinematic and thermodynamic profiles of the PBL.

• Cesar Sauvage’s poster: “Impacts of surface waves on air-sea flux and 
marine boundary layer processes in the North Atlantic Oceans”
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Wave-wind interaction near the Gulf Stream
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ABSTRACT

The advances in our understanding of extratropical atmosphere–ocean interaction over the past decade and a
half are examined, focusing on the atmospheric response to sea surface temperature anomalies. The main goal
of the paper is to assess what was learned from general circulation model (GCM) experiments over the recent
two decades or so. Observational evidence regarding the nature of the interaction and dynamical theory of
atmospheric anomalies forced by surface thermal anomalies is reviewed. Three types of GCM experiments used
to address this problem are then examined: models with fixed climatological conditions and idealized, stationary
SST anomalies; models with seasonally evolving climatology forced with realistic, time-varying SST anomalies;
and models coupled to an interactive ocean. From representative recent studies, it is argued that the extratropical
atmosphere does respond to changes in underlying SST although the response is small compared to internal
(unforced) variability. Two types of interactions govern the response. One is an eddy-mediated process, in which
a baroclinic response to thermal forcing induces and combines with changes in the position or strength of the
storm tracks. This process can lead to an equivalent barotropic response that feeds back positively on the ocean
mixed layer temperature. The other is a linear, thermodynamic interaction in which an equivalent-barotropic
low-frequency atmospheric anomaly forces a change in SST and then experiences reduced surface thermal
damping due to the SST adjustment. Both processes contribute to an increase in variance and persistence of
low-frequency atmospheric anomalies and, in fact, may act together in the natural system.

1. Introduction

a. The problem

The interaction between the ocean and the atmosphere
is a key to understanding and predicting climate vari-
ability. This review addresses one aspect of this prob-
lem, the interaction between the extratropical ocean and
its overlying atmosphere. Early research on this problem
includes the pioneering work of Namias (Namias 1959,
1965a,b, 1972), who sought to establish methods for
short-term climate prediction, and that of Bjerknes
(Bjerknes 1959, 1964), who set the stage for the present-
day study of decadal climate variability. Recent ad-
vances in understanding tropical atmosphere–ocean in-
teractions, specifically the El Niño–Southern Oscillation
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(ENSO) phenomenon, and the success in applying this
understanding to climate prediction, spurred interest in
the extratropical interaction as the next challenge in de-
veloping a more skillful climate prediction system.
Moreover, the search for the causes of decadal climate
variability and for perplexing shifts and trends in key
circulation indices, including that of ENSO, have fueled
the debate over the role of the extratropical oceans in
long-term climate variability (Latif and Barnett 1994,
1996; Gu and Philander 1997; Saravanan et al. 2000;
Marshall et al. 2001).
Here we take the view that the ocean participates in

climate variability through anomalies in the sea surface
temperature, and we address the question of how the
atmosphere responds to such anomalies. Extratropical
SST anomalies are generated mainly by the atmosphere,
through turbulent fluxes of moist static energy at the
air–sea interface, or through wind stress anomalies that
cause turbulence and shallow (Ekman) currents in the
upper ocean (e.g., Junge and Haine 2001). As described
in the comprehensive review by Frankignoul (Frankig-
noul 1985, hereafter F85) the theoretical basis for un-
derstanding the atmospheric influence on the extratrop-
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on the large-scale circulation. In contrast, Wills et al.
(2016) identified the significant transient atmospheric
circulation responses that lag the SST anomalies in the
GS extension by several weeks, with the pattern of re-
sponse characterized by the anomalous low (high) sea
level pressure (SLP) over the GS region (south of Ice-
land). Similarly, O’Reilly et al. (2017) found the north-
ward shift of the North Atlantic eddy-driven jet and the
increase in European blocking frequency in response to
the GS SST front (see also O’Reilly et al. 2016).

Focusing on interannual to longer time scales, Kwon
and Joyce (2013) used lead–lag regression analysis to
find a significant relationship between the GSI and the
North Atlantic SST when the GSI leads by 1 yr in the
absence of the tropical influence. The corresponding
regressed SST pattern is shown in Fig. 1b. For the GS
displaced northward by a unit standard deviation (nor-
malized s), a warm SST anomaly up to 0.48C emerges
from Cape Hatteras toward the Grand Banks and
downstream of the GS. The SST anomaly of the

opposite sign and weaker amplitude (;0.28C) is found
to the north, representing the strength of the subpolar
gyre. Since the observed range of the GSI remains
within 63s (Fig. 1a), the amplitude of the correspond-
ing SST anomaly is expected to be within 618C. In re-
sponse to the SST anomaly, the significant reduction in
the transient eddy heat flux (shading), accompanied by
the enhanced 250-hPa geopotential height Z250 that is in
quadrature (contours), can be detected downstream of
the GS toward Scandinavia and the Nordic Sea (Fig. 1c).
The enhanced transient eddy activity and anomalous
troughs are also found near Greenland and over western
Europe. The eddy flux and the Z250 patterns overall
suggest an NAO-like response in the atmospheric cir-
culation to the GS SST anomaly.

Using atmospheric general circulation models
(AGCMs), a number of studies demonstrated the North
Atlantic SST anomaly influences not only the storm
track (e.g., Kushnir et al. 2002; Palmer and Sun 1985,
Peng et al. 1995; Woollings et al. 2010a; Small et al. 2014;

FIG. 1. (a) Detrended and normalized (to unit standard deviation) JFM GSI (Joyce et al. 2000) for the period
1954–2012. (bottom) The linearly regressed (b) SST (color shading, 8C) and (c) column-integrated (1000–50 hPa)
northward synoptic eddy heat flux (color shading, 107 W m21) overlaid with the Z250 (m, CI 5 2) when the JFM GSI
leads by 1 yr (Kwon and Joyce 2013). In (b) and (c), the mean position of the GS is shown as thick black lines; and in
(b) the 68, 88, and 108C isotherms by thin black contours. Tropical influence is removed based on the linear re-
gression on the leading principal components of the tropical Indo-Pacific SST and tropical Atlantic SST.
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Seo et al. 2017 using ~40km atmosphere
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ocean interactions in observations and models, and their
influence should not be neglected.

3. Theoretical background: Atmospheric response
to fixed SST anomalies

a. General remarks

In considering the atmospheric response to oceanic
forcing, we break into a coupled system, and treat in-
teractions in one direction only. The theory discussed
in this section describes how an oceanic thermal anom-
aly can deliver to the atmosphere information stored by
the ocean’s thermal capacity or transmitted by ocean
currents. This theory is only part, albeit an essential
one, of an understanding of the fully coupled system.
Even the one-way interaction problem, however, must
be idealized if it is to be tractable. A large class of
theoretical models is based on a linearized version of
the geostrophic or primitive system of equations. A
choice must be made to consider the atmospheric re-
sponse to either an imposed SST anomaly or an imposed
corresponding atmospheric heating anomaly. The for-
mer approach is taken in full GCM experiments, because
these models calculate the surface heat flux and the
subsequent sensible and latent heating within the at-
mosphere as the latter responds to the SST change, but
theoretical models, linear or nonlinear, commonly use
prescribed heating anomalies to represent the SST ef-
fect. Theoretical studies usually examine the stationary
response to the SST-related perturbation, while GCM
integrations are time dependent. This section examines
the hierarchy of theoretical models used to study the
extratropical response to surface heating anomalies.

b. Linear response to heating

The magnitude of a dynamical atmospheric response
in midlatitudes is often measured as the 500-hPa height
response to a surface thermal anomaly. An estimate of
the largest perturbation likely to arise from a midlatitude
SST anomaly can be established by vertically integrating
the hydrostatic equation. Imagine that the entire lower
half of the troposphere has come into thermal equilibrium
with an SST anomaly, , though this is surely an over-T90
estimate of the possible effects of the surface flux on the
local change of air temperature. Thus, a temperature per-
turbation exists between p 5 (1000 1 ) hPa and pp9surface
5 500 hPa, and the hypsometric equation gives

T9 1 p9o surfacez9 ¯ z 1 . (3.1)500 5001 2T ln2 1000a

For 5 1 K, the baroclinic contribution to z9 fromT90
the first term is about 20 m. The barotropic contribution,
if it exists, will add or subtract about 7 m for every 1
hPa of surface pressure perturbation, , and shouldp9surface
not be overlooked. The direct linear, geopotential height
response to atmospheric heating, discussed below, in-

variably features a surface low beneath the upper-air
high, thereby weakening the hydrostatic, upper-air re-
sponse. When midlatitude dynamical feedbacks are in-
cluded, however, the surface pressure response may
have the same sign as the geopotential response aloft.
The observed standard deviation of 500-hPa heights on
monthly to interannual timescales is of the order of 50–
100 m. Thus, while it is possible for the response to an
SST anomaly to provide a significant signal at the 500-
hPa level, this signal is almost certainly smaller than
the unforced variability, and might be hard to detect in
GCM integrations. To proceed to a more realistic quan-
titative solution, nonlocal dynamical effects must be in-
cluded. An excellent discussion of theoretical and mod-
eling studies of the effect of diabatic heating in the
midlatitude atmosphere is provided in F85. Only a sum-
mary of the principal conclusions is provided here.
In quasigeostrophic theory, relevant to the extratropics,

a heating anomaly acts as a source of potential vorticity
below the level of maximum heating, where heating tends
to increase the static stability, and a sink above the heat-
ing, where heating tends to decrease the static stability.1
Surface heating, if present, is equivalent to a source of
potential vorticity at the lower boundary,2 but there is a
compensating sink immediately above the surface, if the
heating decreases with height. The vertically integrated
potential vorticity source from heating is exactly zero, so
heating cannot directly force a barotropic response.
If, as is generally the case, the response is at least

partially in phase with the forcing, there is positive po-
tential vorticity with its associated negative geopotential
anomaly at low levels, and negative potential vorticity
with its associated positive geopotential anomaly aloft.
As described in Hoskins and Karoly (1981), at lower-
tropospheric levels, the thermodynamic energy equation
determines the pattern of the response: the heating is
balanced by either zonal or meridional temperature ad-
vection, depending on the depth of the heating. For deep
heating, meridional advection dominates, requiring a
downstream shift in the surface low. For shallow heat-
ing, zonal advection is also important, requiring a bar-
oclinic warm core structure, shifted downstream from
the heat source (Hoskins and Karoly 1981). At upper
levels, the vorticity equation determines the balance, and
the potential vorticity sink can be balanced either by
zonal advection, implying a low west of the heating and
a high downwind, or by meridional advection across the
mean potential vorticity gradient, implying a down-
stream low. For the horizontal spatial scale of a typical
SST anomaly, zonal advection dominates, giving a

1 In the QG framework potential vorticity q, is given by q 5 by
1 ß 2 ]/]p[( f 0 /s)(RT/p)]. Because heating, Q, drives a temperature
change, dT/dt, the rate of change of potential vorticity is related to
the vertical gradient of Q, or dq/dt 1 · · · 5 2]/]p[( f 0 /s)(RQ/p)].

2 In this case, the heating enters as a lower boundary condition on
q: dqb/dt 1 · · · 5 ( f 0/s)(RQ/pb), where qb 5 ( f 0/s)(RT/p) | b.
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experiments and reconciling the differences among them,
past results suggest a set of common conclusions:

• GCM responses to extratropical SST anomalies with
realistic spatial sizes and amplitudes of up to a few
degrees are on the order of 10–20 gpm K21 anomaly
at 500 hPa. These values are in agreement with the-
oretical considerations and are small compared to
intrinsic atmospheric variability or to the GCM re-
sponse to tropical SST anomalies (e.g., Ferranti et
al. 1994).

• Most GCMs exhibit a positive correlation between
the upward surface flux of moist static energy and
the prescribed SST anomalies, implying a damping
of the latter. The rate of damping is typically, 10–
20 W m22 K21 (e.g., Kushnir and Held 1996). In
contrast, observed SST anomalies are generally driv-
en by surface fluxes [see section 2b(1)]. Arguably,
the GCM surface flux response can be seen as con-
nected with the observed thermodynamic adjustment
of the marine boundary layer temperature and hu-
midity to the change in SST (Frankignoul et al.
1998). Some notable exceptions to this surface flux
discrepency are associated with transient experi-
ments (i.e., short integrations on the order of a month
or two) that also display a strong equivalent baro-
tropic response unlike that suggested by linear con-
siderations (see more below).

• In GCM experiments, precipitation response to the
imposed SST anomalies occurs close to the latter re-
flecting only a small downstream displacement due to
advection. The corresponding anomalous heating pro-
file is much shallower than the heating induced by
tropical SST anomalies (e.g., Kushnir and Held 1996;
Peng et al. 1997). This situation justifies the typical
heating functions imposed in theoretical modeling
studies (section 3).

• The most reproducible part of the response is the
change in lower-tropospheric temperature, which
tends to be largest near the surface and to decay rap-
idly with height. The change in surface temperature
tends to be smaller than the imposed SST anomaly,
consistent with the surface flux response (e.g., Kushnir
and Held 1996; Peng et al. 1997).

• There is evidence that the response is sensitive to the
model’s climatological basic state and that shifts in
the storm tracks play a role in the response to im-
posed SST anomalies (e.g., Peng et al. 1997; Peng
et al. 1995).

• Coupled GCM studies, in which the ocean can re-
spond to the changes in the atmosphere, are capable
of generating joint variability in SST and the at-
mosphere similar to that found in observations, in-
cluding the observed correlation between SST and
surface fluxes. Coupled GCMs can be used in a hi-
erarchical modeling approach (e.g., with uncoupled
GCMs) to assess the significance of SST feedback

on the atmosphere (e.g., Bladé 1997; Saravanan
1998; and see section 5).

b. GCM response to stationary and simplified SST
anomalies

Early GCM experiments exploring the atmospheric
response to extratropical SST anomalies were designed
as an extension of theoretical studies, that is, they were
meant to determine and to understand how the atmo-
sphere responds to a stationary patch of unusually warm
or cold ocean placed in mid- or high latitudes. Various
simplifications in GCM experiments with prescribed
SST anomalies were motivated by the realization that
the ‘‘signal-to-noise’’ ratio in such experiments is low,
and by the desire to remain close to the setting in the-
oretical models and thereby simplify the interpretation
of the results. These simplifications generally involve
one or more of the following modifications of the natural
system:

• The prescribed SST anomalies are stripped of details
to capture the ‘‘essential features’’ of the observed
patterns, or to preserve just the extratropical portion
of a more global pattern and the prescribed SST anom-
alies are amplified to induce a clearly detectable re-
sponse pattern (e.g., Palmer and Sun 1985; Ferranti
et al. 1994; Pitcher et al. 1988; Kushnir and Held
1996).

• The models are integrated in ‘‘perpetual month’’ con-
ditions, that is, fixing the climatological SST back-
ground to that of a single calendar month, holding the
solar zenith angle at that month’s value, and keeping
soil moisture and snow cover at their climatological
values to reduce other sources of variability.

Most simplified experiments are integrated for a time
much longer than a month, allowing the model atmo-
sphere to equilibrate with the anomalous SST (e.g.,
Pitcher et al. 1988; Kushnir and Held 1996). Alterna-
tively, ensembles of short experiments are executed in
which the same SST anomaly is imposed but with dif-
ferent initial conditions, all consistent with the corre-
sponding calendar month (Palmer and Sun 1985; Peng
et al. 1995). Results are compared to ensembles of un-
perturbed runs or to integrations forced with the op-
posite sign of the same anomaly, thus potentially en-
hancing the signal-to-noise ratio (e.g., Palmer and Sun
1985). Kushnir and Lau (1992) suggested that the meth-
od of integration influences the response, because the
adjustment of the atmosphere to the perturbed SST dis-
tribution involves timescales longer than a season.
Table 1 lists several representative studies in which

atmospheric GCMs were forced with stationary SST
anomalies. Despite the relatively simple experimental
setting, response patterns vary considerably, from bar-
oclinic patterns that resemble the response of linear
models (Kushnir and Held 1996) to equivalent baro-

Typical SSTA of ±1K 
due to GS shift

Significance?

asymmetric and, in addition, nonlinear remote response to a
meridional GS shift was found by Seo et al. [65] with a regional
model at 40-km resolution, showing a high sensitivity to SST
forcing (in the weakest SST anomaly case considered, the re-
sponse exceeds 20 m at 250 hPa for a strikingly small 0.4/9 =
0.04 K SST anomaly—see their Fig. 4i). In rather high-
resolution (T213) simulations, Zhou et al. [106] found a large
winter response to the extra-tropical PDO, reaching about − 75
m at 500 hPa (− 6.6 hPa for SLP)/0.7 K SST, when the daily
global SST variability during 1981–1990 was included in the
background, slightly smaller amplitude when the daily SSTs
were only prescribed in the North Pacific, and no significant
response in their absence or at lower resolution, suggesting that
the small SST scales enhance the response to SST anomalies.
However, the response was very weak with the 1991–2000
SST background, emphasizing its nonstationarity [107].

There is very little theoretical guidance beyond the argu-
ments summarized in the BHowDo the Extra-Tropical Oceans
Affect the Storm Track/Jet Stream System?^ section to ex-
plain this diversity of results. One attractive paradigm, remi-
niscent of earlier ideas by Shutts [108] and Peng and
Robinson [109], is that as the resolution of an AGCM in-
creases, the diabatic heating/cooling generated by an SST
anomaly and its interaction with weather systems becomes
nearly balanced by eddy heat transports (lateral and vertical).
This was, for example, seen in the study by Smirnov et al. [14]

when moving from low to high resolution. In this limit, the
response of the large-scale flow to an SST anomaly becomes
closer to the Bthermally equilibrated^ mode of the AGCM, as
the apparent heat source balancing the large-scale flow nearly
vanishes. This dynamics leads to a weak anomalous surface
heat flux (F′) and circulation over the SSTanomaly because of
the nature of the thermally equilibrated mode. In the opposite
limit, possibly more likely to occur in a low-res AGCM,
eddies come less efficiently into equilibrium with the diabatic
heating and stronger F′ and surface circulation occur.

Alternatively, it might be that the differences in AGCMs’
responses reflect the different history of natural variability
experiencedby themodel atmosphereswhile being forcedby
the sameSSTanomaly.The studybyDeser et al. [110] clearly
illustrates how even ~ 100-year-long records do not fully
constrain the response of the extra-tropical atmosphere to
ENSO events owing to its large natural variability. It is pos-
sible that a similar effect is at work here, different AGCMs
sampling preferentially different regions of the atmospheric
phase space, even though their time mean might be in agree-
ment with observations. If this view is correct, the non-
linearity and nonstationarity of some of the responses report-
ed above should be taken with caution. As should then the
more basic results from studies where the sampling of the
atmospheric phase space is limited (e.g., only one winter in
[16]).

Fig. 5 A comparison of Bobserved^ and simulated atmospheric response
to a northward shift of the Oyashio extension. The responses are for the
winter season and upper levels (the letter in parenthesis indicates the
GCM month considered) and, for compactness, are expressed as
geopotential height anomaly per degree SST anomaly (m/K). The
studies were chosen as follows: S15 at 300 hPa ([14]; 50 m/1.2 K and 0
m/1.2 K for high and low resolution, respectively) compared with [20] at
250 hPa (45 m/0.45 K to account for seasonal enhancement); T12 [21]

comparedwith itself as it presented both observed andmodeled responses
at 250 hPa (60 m/0.75 K in January, 30 m/0.75 K in February for the
observations, and 40m/1K and 0m/1 K for the coupledmodel in January
and February respectively); O18 ( [105], 40 m/3.5 K) compared at
300 hPa with [95] 200 hPa (12 m/0.7 K). The subscript Blr^ and Bhr^
indicate low- and high-resolution (i.e., horizontal grid size smaller or
larger than 100 km). The range of model responses quoted in [2] is given
as a reference in red
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Abstract
Purpose of Review To provide a snapshot of the current research on the oceanic forcing of the atmospheric circulation in
midlatitudes and a concise update on previous review papers.
Recent Findings Atmospheric models used for seasonal and longer timescales predictions are starting to resolve motions so far
only studied in conjunction with weather forecasts. These phenomena have horizontal scales of ~ 10–100 km which coincide
with energetic scales in the ocean circulation. Evidence has been presented that, as a result of this matching of scale, oceanic
forcing of the atmosphere was enhanced in models with 10–100 km grid size, especially at upper tropospheric levels. The
robustness of these results and their underlying mechanisms are however unclear.
Summary Despite indications that higher resolution atmospheric models respond more strongly to sea surface temperature
anomalies, their responses are still generally weaker than those estimated empirically from observations. Coarse atmospheric
models (grid size greater than 100 km) will miss important signals arising from future changes in ocean circulation unless new
parameterizations are developed.
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Introduction

Fluctuations in sea surface temperature (SST) in the extra-
tropics have been documented since the 1970s. The available
data at the time suggested that their spatial scale was large
(i.e., on the scale of ocean basins), that their amplitude was
on the order of 1 K, and that they were quite persistent (at least
several months, i.e., much longer than the timescale associated
with the weather). This led early investigations to hypothesize

that they exerted a significant impact on the extra-tropical
atmospheric circulation, possibly enhancing predictive skill
on weather, seasonal, and longer climate timescales.

As discussed in the reviews written on this issue since then
by Frankignoul, Kushnir et al., Robinson, and Kwon et al.
[1–4], evidence for a large impact of the extra-tropical SST
anomalies on the atmospheric circulation had not been found.
Rather, emphasis had been put on the fact that large-scale ex-
tra-tropical SSTanomalies are forced by modes of atmospheric
variability such as the North Atlantic Oscillation (NAO) and
the Pacific North American pattern (PNA), and that the upper
ocean provides a weak feedback on these modes. Large or
weak refers here, as in [2], to whether the oceanic forcing,
measured for example by the SST-induced geopotential height
anomaly, is smaller or greater than that produced internally by
the atmosphere. This quantification requires specifying a time-
scale since atmospheric spectra tend to be white and so the
internal variability decreases with time averaging. Winter-to-
winter changes in geopotential height of 50 m at upper levels
are not uncommon so this number is taken in the following as a
reference value. Quantifying the strength of the SST forcing
also requires specifying a realistic amplitude for SST anomaly
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the nonlinear and total responses resemble the NAO,
the leading wintertime mode of variability in the model
(Fig. 3). The linear response pattern, in contrast, does
not resemble any of the higher-order EOF patterns in
the CTL (not shown), suggesting that it is a direct and
forced response. Further discussion of this direct and
forced response is provided in section 3e.

The nonlinear responses generated from other pairs of
SST anomaly experiments with different sizes (fourth
column in Fig. 4) exhibit surprisingly similar broad-scale
features given that the difference in the magnitude of SST
used in these experiments is up to 81 times [i.e., from
(1/9)s to 9s]. On the other hand, the amplitude of the
linear response (third column of Fig. 4) seems to scale

with that of the SST forcing (cf. Deser et al. 2004): the
most prominent examples of this are the cases of 9s6
SST anomalies. Representing the extreme northward GS
shift condition, the 9s1 SST forcing produces the
equivalent barotropic ridge in the total response that is
dramatically enhanced and located closer to the GS than
other less dramatic SST anomalies (Fig. 4k). This is an
exaggerated linear response at the expense of the com-
paratively weaker nonlinear response (Fig. 4l). Thus, the
SST anomaly . 38C near the GS can force the system to
behave more linearly; yet, even in this case the linear
response does not supersede the nonlinear response.

Figure 4 also shows that the magnitude of the time-
mean total atmospheric responses is relatively insensitive

FIG. 4. The time-mean (November–April) and ensemble mean (40 members) responses in Z250 (shading, m) and SLP (contours, hPa,
CI 5 0.5 starting from 60.5) to (a),(c),(e),(g),(i) positive and (b),(d),(f),(h),(j) negative SST anomaly patterns. Each row is for the different
anomaly amplitudes decreasing from (top row) 9s to (bottom row) (1/9)s. Decomposition of the Z250 and SLP responses to the
(k),(m),(o),(q),(s) LI and (l),(n),(p),(r),(t) NL parts. In (k)–(t), the SLP contour (green) interval is 0.25 starting from 60.25. The
significant response at the 95% confidence level for Z250 is shown by gray dots.
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anomaly amplitudes decreasing from (top row) 9s to (bottom row) (1/9)s. Decomposition of the Z250 and SLP responses to the
(k),(m),(o),(q),(s) LI and (l),(n),(p),(r),(t) NL parts. In (k)–(t), the SLP contour (green) interval is 0.25 starting from 60.25. The
significant response at the 95% confidence level for Z250 is shown by gray dots.

1 DECEMBER 2017 S E O E T A L . 9685

Czaja et al. 2019

on
the

lar
ge-

sca
le

circ
ula

tio
n.

In
con

tra
st,

Wi
lls

et
al.

(20
16)

ide
nti

fied
the

sig
nifi

can
ttr

ans
ien

ta
tm

osp
her

ic
circ

ula
tio

nr
esp

ons
es

tha
tla

gth
eS

ST
ano

ma
lies

int
he

GS
ext

ens
ion

by
sev

era
lw

eek
s,w

ith
the

pat
ter

no
fre

-
spo

nse
cha

rac
ter

ize
db

yt
he

ano
ma

lou
slo

w(
hig

h)
sea

lev
elp

res
sur

e(
SL

P)
ove

rth
eG

Sr
egi

on
(so

uth
of

Ice
-

lan
d).

Sim
ilar

ly,
O’R

eill
ye

tal
.(2

017
)fo

und
the

nor
th-

wa
rd

shi
fto

fth
eN

ort
hA

tlan
tic

edd
y-d

riv
en

jet
and

the
inc

rea
sei

nE
uro

pea
nb

loc
kin

gfr
equ

enc
yin

res
pon

set
o

the
GS

SST
fro

nt
(se

ea
lso

O’R
eill

ye
tal

.20
16)

.
Fo

cus
ing

on
int

era
nnu

alt
olo

nge
rti

me
sca

les
,K

wo
n

and
Joy

ce
(20

13)
use

dl
ead

–la
gr

egr
ess

ion
ana

lys
ist

o
find

as
ign

ific
ant

rel
atio

nsh
ipb

etw
een

the
GS

Ia
nd

the
No

rth
At

lan
tic

SST
wh

en
the

GS
Ile

ads
by

1yr
in

the
abs

enc
eo

fth
et

rop
ica

lin
flue

nce
.T

he
cor

res
pon

din
g

reg
res

sed
SST

pat
ter

ni
ssh

ow
ni

nF
ig.

1b.
Fo

rth
eG

S
dis

pla
ced

nor
thw

ard
by

au
nit

sta
nda

rd
dev

iati
on

(no
r-

ma
lize

ds
),a

wa
rm

SST
ano

ma
lyu

pt
o0

.48C
em

erg
es

fro
m

Ca
pe

Ha
tte

ras
tow

ard
the

Gr
and

Ba
nks

and
dow

nst
rea

m
of

the
GS

.T
he

SST
ano

ma
ly

of
the

opp
osi

te
sig

na
nd

we
ake

ra
mp

litu
de

(;0
.28C

)is
fou

nd
to

the
nor

th,
rep

res
ent

ing
the

stre
ngt

ho
fth

es
ubp

ola
r

gyr
e.

Sin
ce

the
obs

erv
ed

ran
ge

of
the

GS
Ir

em
ain

s
wit

hin
63

s(
Fig

.1a
),t

he
am

plit
ude

of
the

cor
res

pon
d-

ing
SST

ano
ma

lyi
se

xpe
cte

dt
ob

ew
ith

in6
18C

.In
re-

spo
nse

to
the

SST
ano

ma
ly,

the
sig

nifi
can

tre
duc

tio
nin

the
tra

nsi
ent

edd
yh

eat
flux

(sh
adi

ng)
,ac

com
pan

ied
by

the
enh

anc
ed

250
-hP

ag
eop

ote
nti

alh
eig

htZ
250

tha
tis

in
qua

dra
tur

e(
con

tou
rs),

can
be

det
ect

ed
dow

nst
rea

mo
f

the
GS

tow
ard

Sca
ndi

nav
iaa

nd
the

No
rdi

cS
ea

(Fi
g.1

c).
Th

ee
nha

nce
dt

ran
sie

nt
edd

ya
ctiv

ity
and

ano
ma

lou
s

tro
ugh

sar
ea

lso
fou

nd
nea

rG
ree

nla
nd

and
ove

rw
est

ern
Eu

rop
e.

Th
ee

ddy
flux

and
the

Z 250
pat

ter
ns

ove
ral

l
sug

ges
ta

nN
AO

-lik
er

esp
ons

ein
the

atm
osp

her
icc

ir-
cul

atio
nt

ot
he

GS
SST

ano
ma

ly.
Us

ing
atm

osp
her

ic
gen

era
l

circ
ula

tio
n

mo
del

s
(A

GC
Ms

),a
num

ber
ofs

tud
ies

dem
ons

tra
ted

the
No

rth
At

lan
tic

SST
ano

ma
ly

infl
uen

ces
not

onl
yt

he
sto

rm
tra

ck
(e.g

.,K
ush

nir
et

al.
200

2;P
alm

er
and

Sun
198

5,
Pen

ge
tal

.19
95;

Wo
olli

ngs
eta

l.2
010

a;S
ma

lle
tal

.20
14;

FIG
.1.

(a)
De

tre
nde

da
nd

nor
ma

lize
d(

to
uni

tst
and

ard
dev

iati
on)

JFM
GS

I(J
oyc

ee
tal

.20
00)

for
the

per
iod

195
4–2

012
.(b

ott
om

)T
he

line
arl

yre
gre

sse
d(

b)
SST

(co
lor

sha
din

g,8
C)

and
(c)

col
um

n-i
nte

gra
ted

(10
00–

50
hP

a)
nor

thw
ard

syn
opt

ice
ddy

hea
tflu

x(c
olo

rsh
adi

ng,
107 W

m21
)ov

erl
aid

wit
hth

eZ
250

(m
,C

I5
2)w

hen
the

JFM
GS

I
lea

dsb
y1

yr(
Kw

on
and

Joy
ce2

013
).I

n(b
)an

d(c
),t

he
me

an
pos

itio
no

fth
eG

Sis
sho

wn
ast

hic
kb

lac
kli

nes
;an

din
(b)

the
68,

88,
and

108
Ci

sot
her

ms
by

thi
nb

lac
kc

ont
our

s.T
rop

ica
lin

flue
nce

isr
em

ove
db

ase
do

nt
he

line
ar

re-
gre

ssio
no

nt
he

lea
din

gp
rin

cip
alc

om
pon

ent
so

fth
etr

opi
cal

Ind
o-P

aci
fic

SST
and

tro
pic

alA
tlan

tic
SST

.

968
0

JO
UR

NA
L

OF
CL

IM
AT

E
VO

LU
ME

30

Over KOE: “observed” Z300 response >> modeled. 
But high-resolution models yield a greater response.


