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Outline 
•! Over the past two decades the Arctic has been warming 

more than twice as fast as the rest of the globe and is 
referred to as “Arctic Amplification” (AA) 

•! Concurrent with AA, extreme weather has been 
observed to be increasing. 

•! There have been numerous theories linking AA to more 
frequent and extreme weather/climate events, though 
testing these theories is challenging due to large 
natural variability, short observational record and model 
shortcomings and conflicting results. 

•! We have assembled the leading scientists studying this 
topic to move the science forward through meetings, 
coordinated studies and future publications. 
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Sea Ice and Snow Cover Decline 



Arctic Amplification 
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Northern Hemisphere Land Temperatures 1987-2014 
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NH Mean SON Land Temperature Anomaly
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NH Mean JJA Land Temperature Anomaly
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NH Mean MAM Land Temperature Anomaly
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NH Mean DJF Land Temperature Anomaly
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DJF

Trend = -0.01°C/10 yr

MAM

Trend = 0.30°C/10 yr**

JJA

Trend = 0.35°C/10 yr**

SON

Trend = 0.43°C/10 yr**
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Extreme Weather 
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Extreme Snowfall 
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Extreme Rainfall 
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Trends in Extremes 
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Trend in Polar Cap Geopotential Height 1988/89-2013/14 
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Extreme Weather 
•! Extreme weather is subjective and not well defined. 

•! Extreme weather is predicted to increase under climate 
change and AA is not needed to explain an increase in 
extreme weather. 

•! A challenge for the group is to identify which extremes 
may or may not be influenced by AA. 

•! We are not simply focusing on extreme weather but 
rather AA and linkages to changes in the atmospheric 
circulation.  However extreme weather is what the 
public is most concerned about.  



Theories linking AA to Mid-latitude Weather 

•! Changes to latitudinal temperature gradient 

•! Changes to the Jet Stream/blocking/wave speed 

•! Changes to atmospheric waves: 
!! Planetary waves (winter) 
!! Synoptic scale waves (summer) 

•! Changes to troposphere-stratosphere coupling 

•! Support of these theories are conditional and 
challenged by imperfect observations and models  
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Surface temperature anomalies are inversely 
proportional to the speed of the wind. 
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Arctic Amplification – Mid-latitude Weather 
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Arctic Amplification - Jet Stream 
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Natural Variability 
•! The role of natural variability on mid latitude weather is large 

and it is always a challenge to separate the signal from the 
noise. 

•! There are many factors influencing mid-latitude weather 
and isolating one factor is difficult. 

•! We know that the tropics and mid-latitudes influence 
the Arctic, therefore AA may be more of a response 
than a cause.   

•! This is further complicated when studying extreme 
events which are infrequent, may be poorly observed 
and definitions are subjective and my be more societal 
based than metric based. 



Mid-latitude Weather is Complicated 
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Natural Variability in the Mid-latitudes 

Elizabeth A. BarnesCSU

Internal atmospheric variability is large

- Decadal variability of jet position and speed is large 

- Behavior over the past decade does not appear exceptional compared to the long-term 
variability

788 T. Woollings et al.
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Figure 7. Time series of seasonal mean jet latitude, with the � 2 standard deviation range across the ensemble shaded. The thick lines show versions that have been
smoothed with a 7 point binomial filter, which strongly damps time-scales shorter than 5 years. Red lines indicate indices derived from the NCEP–NCAR reanalysis
in recent decades. This figure is available in colour online at wileyonlinelibrary.com/journal/qj

variations in jet latitude and speed, it seems that their variability
is quite different and so they may be influenced by different
factors. This is also supported by the clearly different seasonal
cycles shown in section 4.

Example winter and summer power spectra of the seasonal time
series are shown in Figure 9. In general the spectra are flat and so
are similar to that of a white-noise process. The theoretical spectra
for the equivalent red-noise process has been calculated from the
seasonal mean data, using the lag one-year autocorrelation. This
was found to be very similar to the white-noise spectra due to
the weak autocorrelation in these series, so only the white-noise
spectra are shown. Given the variability in regime occurrence
shown in Figure 6, it is interesting that the wintertime jet latitude
spectra in Figure 9 do not show strong variability at very low
frequencies. For jet speed in particular, however, some of the
spectra do show high power at the lowest frequencies, consistent
with the impression of high multi-decadal variability in the time
series of Figure 8.

To test the significance of the low-frequency power, we have
calculated the 95% threshold that any individual spectral peak
has to cross in order to be inconsistent with the noise model,
allowing for multiplicity (Wilks, 2011). This is shown as a dashed
line, which indicates that only the wintertime jet speed exhibits a
significant spectral peak at low frequencies. To test for generally
elevated power at low frequencies, we have adopted a Monte
Carlo approach, generating 1000 time series of white noise with
the same variance as each of the observed series. We then test how
many of these surrogate time series have as much low-frequency
variability as the observations. Here we define low-frequency
variability simply as the variance of the 5 year and decadal means
of the series. Table 1 shows the p values for the observed level
of variability to occur in the simulated time series. This analysis

Table 1. List of p values for the magnitude of the variability in 5 or 10 year means
compared with an AR0 process. Values less than or equal to 0.05 are highlighted

in bold.

Season Jet latitude Jet speed

5 years 10 years 5 years 10 years

DJF 0.34 0.19 0.03 0.01
MAM 0.08 0.05 0.02 0.03
JJA 0.03 0.02 0.28 0.07
SON 0.53 0.23 0.01 0.002

suggests that the low-frequency variability of the jet speed is
significantly higher than expected from white noise in all seasons
apart from summer. Conversely, the low-frequency variability of
the jet latitude is only significantly different from white noise
in summer (and possibly in spring). These deviations from
white-noise behaviour suggest that there is a role for influences
outside the atmospheric dynamics to influence the jet on decadal
time-scales.

These conclusions are similar to those of Stephenson et al.
(2000), who took a similar approach of analyzing a long record
of a seasonal mean NAO index. Their study found that decadal
NAO variations are significantly different from white noise at
the 90% level and that the time series exhibits characteristics
of long-range dependence. An alternative approach, not taken
here, is to model the intraseasonal time-scale behaviour using a
statistical model such as an AR1 process and then to perform
Monte Carlo simulations to test the level of interannual–decadal
variability that can occur just through sampling this short time-
scale noise. Feldstein (2000a) showed that the observed Northern

c⃝ 2013 Royal Meteorological Society Q. J. R. Meteorol. Soc. 140: 783–791 (2014)
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Figure 8. Time series of seasonal mean jet speed, with the � 2 standard deviation range across the ensemble shaded. The thick lines show versions that have been
smoothed with a 7 point binomial filter. Red lines indicate indices derived from the NCEP–NCAR reanalysis in recent decades. This figure is available in colour
online at wileyonlinelibrary.com/journal/qj
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Figure 9. Example power spectra of the seasonal-mean jet latitude and speed. The spectra are computed for each ensemble member and the ensemble mean is plotted
here. The ensemble mean of the theoretical spectra of the associated white-noise process is also plotted, with a dashed line indicating the 95% confidence level for any
particular peak.

Hemisphere Zonal Index (related to the NAO) is not inconsistent
with this ‘climate noise’ paradigm, although a relatively short
23 year period was used. Franzke and Woollings (2011) used a
similar approach on the ERA-40 reanalysis data and concluded
that around half of the interannual variability in the jet latitude
index could be explained by climate noise.

In conclusion to this section, we note a somewhat counter-
intuitive finding, particularly in winter. The decadal variability
of the jet latitude seems to reflect regime behaviour comprising
variations in the occurrence of the different preferred jet positions.
Despite this, it is the jet speed which exhibits particularly strong
decadal variability, while the time series of winter mean jet latitude
is not distinguishable from white noise in this analysis.

7. Changes in intraseasonal variability

Häkkinen et al. (2011) recently analyzed wintertime atmospheric
blocking in the Twentieth Century Reanalysis and suggested that
the occurence of Euro–Atlantic blocking has varied on decadal
time-scales in phase with the Atlantic Multidecadal Oscillation
(AMO). A novel feature of their analysis is that blocking events
all across the Atlantic and Europe are combined into one time
series of occurrence. This process combines, for example, periods
when the jet is displaced south of a Greenland block (Scherrer
et al., 2006; Croci-Maspoli et al., 2007; Woollings et al., 2008)
with periods when the jet is displaced north of an Iberian block
(Woollings et al., 2011; Davini et al., 2012). In this way, a period

c⃝ 2013 Royal Meteorological Society Q. J. R. Meteorol. Soc. 140: 783–791 (2014)

20th Century Reanalysis jet latitude and speed!
red line denote NCEP-NCAR Reanalysis!
Woollings et al. (2014; QJRMS)

DJF Atlantic Jet Speed

DJF Atlantic Jet Latitude



Inverse AMV/NAO relationship in the 20CR reanalysis over 1901-2010  

Composite of DJFM SLP based on AMV 
polarity over 1901-2010 (shading, 
anomalies significant at the 95% 
confidence level). Contours represent the 
NAM mode in surface. Adapted from 
Peings and Magnusdottir (2014). 
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Tropical Forcing 
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Vertical cross section of zonally averaged (between  180°-310° longitude) 
u-wind (contours: climatology; shading: increased tropical Pacific SST) 

HLG% M.M%

•! Increased tropical Pacific SST causes a southward shift of the jet stream, 
enhancing low troposphere baroclinicity and storm activity in US.   
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Challenges with Data and Models  
•! Short time series in observations  
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Elizabeth A. BarnesCSU

Internal atmospheric variability is large

- AMIP experiments with high and 
low sea-ice concentrations based 
on observed trends (1979-2009) 

- same forcing…different response!

100 years of Unified Model!
60 years of CAM!
Screen, Deser et al. (2013; CDYN)

area loss from 1979 to 2012, based on the National Snow

and Ice Data Center (NSIDC) sea-ice index (http://
nsidc.org/data/G02135), is 2.40 and 1.34 million km2 in

SON and DJF, respectively. Thus, the single-forcing

experiment represents a smaller (by 28 and 27 % in SON
and DJF) loss of sea-ice than observed from 1979 to 2012

and the double-forcing experiment represents a slightly

larger (by 5 and 10 % in SON and DJF) loss of sea-ice than
observed from 1979 to 2012. Figure 1c, d shows the cor-

responding differences in SST for SON and DJF, respec-
tively. In general, the SST warms where SIC decreases, and

vice versa. By design, SST is unchanged in regions of

constant or zero SIC change. The SIC and SST differences
in the double-perturbation experiment have the same spa-

tial patterns as in Fig. 1, but with differences that are larger

in magnitude (not shown).
Figure 2 shows the ensemble-mean Tref responses (a–c;

g–i) and associated values of Nmin (d–f; j–l), with the

panels arranged as follows. The first (a–c) and second (d–f)
rows correspond to SON and the third (g–i) and fourth (j–l)

rows to DJF. The first (a, d, g, j) and second (b, e, h, k)

columns are for the single-perturbation experiment in the
CAM and UM, respectively, and the third column (c, f, i, l)

is for the double-perturbation experiment.

In SON, both models show widespread and significant

warming over the Arctic Ocean and adjacent continents
(Fig. 2a, b). Unsurprisingly, warming is largest over the

regions of greatest ice loss (cf. Fig. 1a). The models are in

very close agreement. The most obvious difference is that
the warming extends further over Scandinavia and north-

eastern Russia in the CAM than UM. The DJF responses in

both models show four warming centres: the Barents Sea,
Hudson Bay, northern Bering Sea and the Sea of Okhotsk

(Fig. 2g, h). These regions correspond to areas of winter

sea-ice loss and associated SST warming (cf. Fig. 1b, d).
The atmospheric warming is largely confined to maritime

regions in the case of the Bering Sea and the Sea of
Okhotsk, but spreads to neighbouring land masses around

the Barents Sea and Hudson Bay. Farther away from the

regions of sea-ice loss, there are very few areas of signif-
icant Tref response in either model. The UM depicts sig-

nificant cooling over the Caspian Sea and CAM depicts

warming over central Asia.

a b

c d

-2 -1 0 1 2

Sea surface temperature (oC)

50 40 30 20 10 0 -10 -20 -30 -40 -50

Sea ice concentration (%)

Fig. 1 Ensemble-mean differences (PERT-CTRL) in sea-ice con-
centration (SIC) for a autumn and b winter. (c–d) As (a–b), but for
sea surface temperature (SST). Note the inverse scale for SIC

c

f

i

a b

d e

g h

j k l
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Near-surface temperature (oC)
0 20 40 60 80 100

Minimum ensemble size

Fig. 2 Ensemble-mean differences in autumn near-surface air tem-
perature (Tref) for a CAM PERT-CTRL, b UM PERT-CTRL and
c UM PERT*2-CTRL. Statistically significant differences (at the
p B 0.05 level) are enclosed by black contours. d–f Nmin for the
differences shown in (a–c), respectively. Grey shading denotes an
insignificant ensemble-mean difference. g–l As (a–f), but for winter

J. A. Screen et al.
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area loss from 1979 to 2012, based on the National Snow

and Ice Data Center (NSIDC) sea-ice index (http://
nsidc.org/data/G02135), is 2.40 and 1.34 million km2 in

SON and DJF, respectively. Thus, the single-forcing

experiment represents a smaller (by 28 and 27 % in SON
and DJF) loss of sea-ice than observed from 1979 to 2012

and the double-forcing experiment represents a slightly

larger (by 5 and 10 % in SON and DJF) loss of sea-ice than
observed from 1979 to 2012. Figure 1c, d shows the cor-

responding differences in SST for SON and DJF, respec-
tively. In general, the SST warms where SIC decreases, and

vice versa. By design, SST is unchanged in regions of

constant or zero SIC change. The SIC and SST differences
in the double-perturbation experiment have the same spa-

tial patterns as in Fig. 1, but with differences that are larger

in magnitude (not shown).
Figure 2 shows the ensemble-mean Tref responses (a–c;

g–i) and associated values of Nmin (d–f; j–l), with the

panels arranged as follows. The first (a–c) and second (d–f)
rows correspond to SON and the third (g–i) and fourth (j–l)

rows to DJF. The first (a, d, g, j) and second (b, e, h, k)

columns are for the single-perturbation experiment in the
CAM and UM, respectively, and the third column (c, f, i, l)

is for the double-perturbation experiment.

In SON, both models show widespread and significant

warming over the Arctic Ocean and adjacent continents
(Fig. 2a, b). Unsurprisingly, warming is largest over the

regions of greatest ice loss (cf. Fig. 1a). The models are in

very close agreement. The most obvious difference is that
the warming extends further over Scandinavia and north-

eastern Russia in the CAM than UM. The DJF responses in

both models show four warming centres: the Barents Sea,
Hudson Bay, northern Bering Sea and the Sea of Okhotsk

(Fig. 2g, h). These regions correspond to areas of winter

sea-ice loss and associated SST warming (cf. Fig. 1b, d).
The atmospheric warming is largely confined to maritime

regions in the case of the Bering Sea and the Sea of
Okhotsk, but spreads to neighbouring land masses around

the Barents Sea and Hudson Bay. Farther away from the

regions of sea-ice loss, there are very few areas of signif-
icant Tref response in either model. The UM depicts sig-

nificant cooling over the Caspian Sea and CAM depicts

warming over central Asia.
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Fig. 1 Ensemble-mean differences (PERT-CTRL) in sea-ice con-
centration (SIC) for a autumn and b winter. (c–d) As (a–b), but for
sea surface temperature (SST). Note the inverse scale for SIC
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Fig. 2 Ensemble-mean differences in autumn near-surface air tem-
perature (Tref) for a CAM PERT-CTRL, b UM PERT-CTRL and
c UM PERT*2-CTRL. Statistically significant differences (at the
p B 0.05 level) are enclosed by black contours. d–f Nmin for the
differences shown in (a–c), respectively. Grey shading denotes an
insignificant ensemble-mean difference. g–l As (a–f), but for winter
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Fall Winter

perturbed sea ice minus control!
(similar to 2009-1979)

small regions show significant responses in the double-

perturbation experiment that are not significant in the sin-
gle-perturbation experiment. These are SLP increases over

the Bering Sea, Eastern Europe and eastern China. The

region of weak, but significant, SLP decrease over central
North America in the single-perturbation experiment is not

significant in the double-perturbation experiment.

Nmin for the SLP response is as low as 10 in the UM over
regions of maximum ice loss, especially in the double-

perturbation case, but Nmin values this low are only found
in very limited geographical regions (Fig. 5d–f, j–l).

Generally, approximately 30–50 ensemble members are

required to detect a significant SLP response, and upwards
of 50 members are required to detect a significant response

in remote regions. It is notable that even with 100 ensemble

members in the UM, very few mid-latitude regions show a
significant SLP response in the single-perturbation experi-

ment. Further, despite larger mid-latitude responses in

CAM, an ensemble size of 60 is insufficient for these to
achieve statistical significance. This implies that the remote

SLP response to recent Arctic sea-ice loss is considerably

smaller than AIV.
Figure 6 shows the zonal-mean Z responses. In SON, the

high-latitude response is baroclinic with Z decreases in the

lowermost atmosphere and Z increases aloft. Significant
zonal-mean Z responses are only found at 1,000 hPa. The

vertical profile is fairly consistent across the models and

experiments. Taken together, the SLP and Z responses in
SON are suggestive of a shallow thermal (heat) low in

response to sea-ice loss. Thermal lows can occur when cold

air overlies warmer water, as is the case in regions of sea-
ice loss (Higgins and Cassano 2009; Deser et al. 2010;

Strey et al. 2010; Orsolini et al. 2012). In DJF, the vertical

profile of the Z response is completely different. Both
models show a quasi-barotropic Z decrease over high

northern latitudes. This high-latitude Z decrease is signifi-

cant in the UM below 500 hPa, but only at 1,000 hPa in
CAM. Both models show Z increases over mid-latitudes. In

CAM, these extend throughout the troposphere, but are

only significant above 700 hPa. In the UM, Z increases are
found aloft but not at 1,000 hPa, and are shifted polewards

in comparison to those in CAM. They are insignificant in

the single-perturbation experiment, but significant above
850 hPa in the double-perturbation experiment. In all other

respects, the Z responses in the single- and double-pertur-

bation are very similar. Nmin for Z is high, typically 50 or
above in the single-perturbation experiment and only

slightly lower in the double-perturbation experiment.

In summary, the SLP and Z responses point to rather
different spatial and vertical structures to the circulation

responses in SON and DJF. In SON, the response is

baroclinic (restricted to the near-surface levels) and local-
ised. Similar local circulation responses to sea-ice loss have

been identified in other simulations (Higgins and Cassano
2009; Deser et al. 2010; Strey et al. 2010; Orsolini et al.

2012). By contrast in DJF, the circulation response is fairly

barotropic and more spatially extensive. This seasonal
transition from a local baroclinic response to a larger-scale

barotropic response was also noted by Deser et al. (2010),
although the horizontal structure of their winter responses

are rather different to that found here. In our CAM simu-

lations, the DJF responses project onto the positive phase
of the Arctic Oscillation (AO). This is in contrast to the

negative-type AO responses found in February by Deser

et al. (2010) and in DJF by Liu et al. (2012), both using
CAM but in response to projected future and past sea-ice

trends, respectively. Screen et al. (2013) reported a nega-

tive North Atlantic Oscillation (NAO) response in early-
winter (November–December) in the CAM and UM, but

cautioned that the response was weak and often exceeded

by AIV. The larger ensembles presented here do not sup-
port a shift towards to negative phase of the NAO in

response to observed sea-ice loss. Instead, in CAM the

response projects onto the positive NAO phase and in the
UM the response is not NAO-like. Thus, the wintertime

circulation responses (and their interactions with the large-
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small regions show significant responses in the double-

perturbation experiment that are not significant in the sin-
gle-perturbation experiment. These are SLP increases over

the Bering Sea, Eastern Europe and eastern China. The

region of weak, but significant, SLP decrease over central
North America in the single-perturbation experiment is not

significant in the double-perturbation experiment.

Nmin for the SLP response is as low as 10 in the UM over
regions of maximum ice loss, especially in the double-

perturbation case, but Nmin values this low are only found
in very limited geographical regions (Fig. 5d–f, j–l).

Generally, approximately 30–50 ensemble members are

required to detect a significant SLP response, and upwards
of 50 members are required to detect a significant response

in remote regions. It is notable that even with 100 ensemble

members in the UM, very few mid-latitude regions show a
significant SLP response in the single-perturbation experi-

ment. Further, despite larger mid-latitude responses in

CAM, an ensemble size of 60 is insufficient for these to
achieve statistical significance. This implies that the remote

SLP response to recent Arctic sea-ice loss is considerably

smaller than AIV.
Figure 6 shows the zonal-mean Z responses. In SON, the

high-latitude response is baroclinic with Z decreases in the

lowermost atmosphere and Z increases aloft. Significant
zonal-mean Z responses are only found at 1,000 hPa. The

vertical profile is fairly consistent across the models and

experiments. Taken together, the SLP and Z responses in
SON are suggestive of a shallow thermal (heat) low in

response to sea-ice loss. Thermal lows can occur when cold

air overlies warmer water, as is the case in regions of sea-
ice loss (Higgins and Cassano 2009; Deser et al. 2010;

Strey et al. 2010; Orsolini et al. 2012). In DJF, the vertical

profile of the Z response is completely different. Both
models show a quasi-barotropic Z decrease over high

northern latitudes. This high-latitude Z decrease is signifi-

cant in the UM below 500 hPa, but only at 1,000 hPa in
CAM. Both models show Z increases over mid-latitudes. In

CAM, these extend throughout the troposphere, but are

only significant above 700 hPa. In the UM, Z increases are
found aloft but not at 1,000 hPa, and are shifted polewards

in comparison to those in CAM. They are insignificant in

the single-perturbation experiment, but significant above
850 hPa in the double-perturbation experiment. In all other

respects, the Z responses in the single- and double-pertur-

bation are very similar. Nmin for Z is high, typically 50 or
above in the single-perturbation experiment and only

slightly lower in the double-perturbation experiment.

In summary, the SLP and Z responses point to rather
different spatial and vertical structures to the circulation

responses in SON and DJF. In SON, the response is

baroclinic (restricted to the near-surface levels) and local-
ised. Similar local circulation responses to sea-ice loss have

been identified in other simulations (Higgins and Cassano
2009; Deser et al. 2010; Strey et al. 2010; Orsolini et al.

2012). By contrast in DJF, the circulation response is fairly

barotropic and more spatially extensive. This seasonal
transition from a local baroclinic response to a larger-scale

barotropic response was also noted by Deser et al. (2010),
although the horizontal structure of their winter responses

are rather different to that found here. In our CAM simu-

lations, the DJF responses project onto the positive phase
of the Arctic Oscillation (AO). This is in contrast to the

negative-type AO responses found in February by Deser

et al. (2010) and in DJF by Liu et al. (2012), both using
CAM but in response to projected future and past sea-ice

trends, respectively. Screen et al. (2013) reported a nega-

tive North Atlantic Oscillation (NAO) response in early-
winter (November–December) in the CAM and UM, but

cautioned that the response was weak and often exceeded

by AIV. The larger ensembles presented here do not sup-
port a shift towards to negative phase of the NAO in

response to observed sea-ice loss. Instead, in CAM the

response projects onto the positive NAO phase and in the
UM the response is not NAO-like. Thus, the wintertime

circulation responses (and their interactions with the large-
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Internal atmospheric variability is large

Same sea ice forcing – different model response 
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Worth further investigation for potential of improving seasonal 
forecasts, especially with continued Arctic external forcing  
 
 

James Overland(
(
 
 
 
 
 
(
(
(
(

?1,F%L(-%:-'(1I%



Proposed Tasks 
•! SQ0/#9(+C'/,E$%+#$1(%@/('/,*/'((

•! )/>+@@/#9('0$#9$,9*o/9(@+9/1*#"('0&9*/'( 

•! -++,9*#$0/(@+9/1*#"('0&9*/';1$,"/(/#'/@C1/'($#9(>$'/(
'0&9*/'(G+,(*9/#%G<*#"(=.<'*>$1(=,+>/''/'( 

•! N('<#0./'*'A,/E*/:(=,+f/>0(
( ( ($2()/E*/:($,%>1/($#9A+,(
( ( (C2(U+&,#$1('=/>*$1(*''&/(J/$,1<(G$E+,*0/7 (( 

•! )/>+@@/#9(#/:(+C'/,E$%+#'( 

•! -++,9*#$0/(:*0.(+0./,(N,>%>(",+&='(JKSN)-Xk(-1*-k(!NK-7 



Meetings 
•! Bi-monthly teleconferences 
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Contributions from WG Efforts  
•! Better understanding of knowledge gaps  
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•! Improved climate prediction 
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Summary 
•! Over the past two decades the Arctic has undergone 

rapid and dramatic changes. 
•! Strong warming and large variability in sea ice and snow 

cover could be influencing mid-latitude weather. 
•! Many theories/studies argue/show that Arctic variability 

influences mid-latitude weather through wave 
interference and/or Jet Stream characteristics. 

•! Skepticism remains high due to large natural variability, 
short observational record and inconclusive and 
ambiguous modeling studies.  

•! The gathering of leading scientists to advance this 
complex but important challenge is timely. 



Arctic Oscillation (AO)/Polar Vortex 
•! Also known as the North Atlantic Oscillation. 

•! Can be thought of as a metric of how 
much mixing of atmospheric masses is 
occurring in the atmosphere. 

•! Positive AO/strong polar vortex – little mixing with strong low 
pressure/cold air sitting over the pole and higher pressure/warmer 
air to the south. 

•! Negative AO/weak polar vortex – strong mixing causes warm air 
to rush the Pole and Arctic south spills equatorward 

 
  

Arctic Oscillation (AO)/Polar Vortex 



Melting sea and ice and increasing snow cover are contributing to a 
weakening of the polar vortex (and more extreme weather). 

!!Warming Arctic 

!!Less sea ice 

!!More atmospheric moisture 

!!Increasing snow cover 

!!Decreasing Arctic Oscillation 
trend/weakening of the polar vortex 
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Arctic Amplification – Mid-latitude Weather 



Slower moving more persistent waves has 
resulted in greater frequency of heat waves in the 
era of Arctic Amplification (2000 to present) 
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Elizabeth A. BarnesCSU

Internal atmospheric variability is large

Barnes et al. (2014); GRL

- Decadal variability of blocking frequency is very large, like jet-stream 
variability (the two are dynamically linked) 

- Behavior over the past decade does not appear exceptional 
compared to the long-term variability

Geophysical Research Letters 10.1002/2013GL058745

Figure 4. (a, c, and e) DJF and (b, d, and f) JJA blocking frequencies over three different sectors for the three indices using NCEP reanal-
ysis from 1948 to 2012. Thick lines denote the smoothed time series using a Lanczos filter with 41 weights and a cutoff of 10 years.
Blocking frequencies are averaged between 40◦ and 80◦N for the 2-D indices.

Vavrus, 2012; Tang et al., 2013]. We address whether blocking frequencies have exhibited robust trends in
recent decades by applying three different blocking identification methods to four different reanalyses. No
clear hemispheric increase in blocking is evident in any season for any blocking index, although robust sea-
sonal increases and decreases are found for isolated regions. Compositing winter blocking frequencies on
high and low September sea ice years yields opposite-signed differences depending on the years analyzed,
while summer blocking yields positive differences over the North Atlantic and negative over the North
Pacific. We strongly caution, however, that these composite differences can be explained by many different
dynamical mechanisms and should not be simply viewed as evidence of the response of blocking to sea
ice loss.

These conclusions support those of Barnes [2013], namely, that the link between recent Arctic warming and
increased Northern Hemisphere blocking is currently not supported by observations. While Arctic sea ice
experienced unprecedented losses in recent years, blocking frequencies in these years do not appear excep-
tional, falling well within their historically observed range. The large variability of blocking occurrence, on
both internannual and decadal time scales, underscores the difficulty in separating any potentially forced
response from natural variability.
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- 3 blocking identification methods 
- 4 seasons 
- 4 reanalyses 
- 3 different time periods

Russian heat wave of 2010



Recent Trends in NH Circulation Resemble AO 
Variability 
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•! ARP drives warmer Arctic but cold Eurasian midlatitude, and extreme cold 
winter occurred when ARP went extremely negative phase.   



Boston Annual Snow Fall 

%October 2014 Eurasian snow cover is highest since 1979 and so is Boston 
snowfall for winter 2014/15. 
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