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What is the upper limit of skill (i.e. predictability)?

a) Perfect model
b) Cross-model
c) Linear Inverse Model

d) Average Predictability Time



Perfect Model -- How well does model predict itself?

 Withhold one ensemble member and use the ensemble mean of the rest to
predict that one member. Repeat for all members.

 Models are very good at predicting themselves (i.e. model spread is too small)

Cross-Model — How well do models predict each other?

 Same idea, but treat one model’s ensemble member as truth and see how well
the other model’s ensemble mean predicts it. Repeat for all models and
ensemble members.
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Using LIM to estimate predictability

dx/dt = Lx + F,

L = constant, F; =additixg (state-independent) noise.
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Linear Inverse Model (LIM)
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Average Predictability Time
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Optimize APT

Find the linear combination of data that maximizes APT. Solution:

(2] P R Zf(?‘)d’l‘) q=2X_.q
0

where X and X, are the forecast and climatological covariance matrices.

» Eigenvalue A gives the APT.

» Eigenvectors q are projection vectors for generating time series.

» Resulting time series are uncorrelated in time.

» Each projection vector is associated with physical pattern p = Z.q.
» Physical pattern p is called a predictable component.

» Product of p * (time series), summed over all components, recovers
original time series.

Courtesy of Tim DelSole
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Noise-Limited

We are at the predictability limit

A forecast of opportunity approach

Can we identify a priori times of
potentially higher forecast skill?

Do models already pick up on this and is
it contained in the ensemble?

Are we able to exploit this information?

Science-Limited

(a) There is skill left to be realized, but

we don’t know how to do it.

(b) We don’t know for sure what the

limit is
A process-based approach

Can models represent the relevant
processes and phenomena?

Do we understand why or why not?

Where is our scientific understanding of
these processes and what their
predictability limit should be?

How can we make the leap from finding
errors in models to identifying real
solutions to fixing those errors?




