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The PC1 time series displayed a significant positive
temporal trend, as did the PDO, sea surface tempera-
ture (SST), and temperature at 200 m. The linear
trend was removed from the time series before fur-
ther analysis, by using the residual time series (see
‘Materials and methods’). Oxygen concentration at
midwater depths, the MEI, NPGO, and upwelling
time series showed no significant temporal trend.

The PC1 time series was significantly correlated
with several large-scale indices of climate variability

and local environmental variables (Table 3). Before
detrending the time series, PC1 was significantly cor-
related with the mean annual oxygen concentration
at 200 to 400 m depth, the temperature at 200 m and
at the sea surface, and the PDO and MEI. After de -
trending, the correlations with temperature at 200 m
and the sea surface were no longer significant, indi-
cating that the initial correlations were based primar-
ily on the shared temporal trend. However, a signifi-
cant correlation of PC1 with the NPGO emerged
after detrending, indicating that the lack of a shared
trend had previously masked the correlation. The
correlation with midwater (200 to 400 m) oxygen con-
centration remained strongest (r = 0.75). The correla-
tions with midwater oxygen and the 3 large-scale cli-
mate indices (PDO, NPGO and MEI) all remained
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Fig. 2. Time series of 4 commonly occurring midwater taxa
with various biogeographic distributions that loaded highly
on principal component 1 (PC1): Cyclothone spp. (Gono sto -
ma tidae; cosmopolitan), Vinciguerria lucetia (Phosichthyi-
dae; tropical/subtropical, both hemispheres), Diogen ichthys
atlanticus (Myctophidae; cosmopolitan) and Ba thy la goides 

wesethi (Microstomatidae; coldwater)
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Fig. 3. Time series of principal component 1 (PC1) and mean
oxygen concentrations at 200 to 400 m depth in the CalCOFI 

survey area, 1951 to 2008

                                                                   O2 (200–400 m)       PDO          MEI        NPGO          SST      T (200 m)   Upwelling

PC1
Pearson correlation (without detrending)      0.75***            0.56***     0.47***       –0.23         0.45**       0.44**          –0.25
Detrended                                                        0.74***             0.45**       0.40**      –0.41**         0.17           0.22            –0.17
N* and significance                                            14**                35**           38*            30*              ns              ns                ns
Differenced correlation                                     0.35*              0.05 ns        0.21        –0.36*       0.04 ns        0.25           –0.36*

Table 3. Pearson correlations of principal component 1 (PC1) with mean annual oxygen concentration at 200 to 400 m depth, the
Pacific Decadal Oscillation (PDO), Multivariate ENSO Index (MEI), North Pacific Gyre Oscillation (NPGO), sea surface temper-
ature (SST), temperature anomalies (T) at 200 m depth, and mean upwelling at 33° N, 119° W. Correlations are shown before
and after detrending PC1, PDO, SST and T (200 m) with 2-tailed significance levels based on the nominal time series length (n =
46), the adjusted significance levels based on the estimated number of independent data points (N*) and the first-differenced 

correlations and significance. Significance levels: *p < 0.05, **p < 0.01, ***p < 0.001; ns: not significant

Koslow et al., 2011; 2013PC1= ichthyoplankton of mesopelagic fish (mainly)

Oxygen
Mesopelagic fish

Fish of commercial interest have changed in abundance over the 
past several decades - some linked to environmental data



• Increased mortality for juvenile shellfish 
• Potential loss of water quality benefits provided 

by shellfish
• Increased risk for early life stages of Dungeness 

Crabs
• Potential increase in toxicity of harmful  

algal blooms
• Impacts on the nervous system of some fish
• Increased mortality among pteropods  

(a type of plankton)  - with potential food web 
impacts to higher trophic levels like salmon

Pteropod

Many biological processes are sensitive to changes 
associated with ocean acidification and hypoxia  
These include:

Implications for Marine Food Webs &  
Ecosystem Services

Photo: R. Hopcroft



A lot of spatial/temporal variability in corrosive 
water ( ! ) and hypoxia

Evidence for Upwelling of Corrosive
“Acidified” Water onto the
Continental Shelf
Richard A. Feely,1* Christopher L. Sabine,1 J. Martin Hernandez-Ayon,2
Debby Ianson,3 Burke Hales4

The absorption of atmospheric carbon dioxide (CO2) into the ocean lowers the pH of the waters.
This so-called ocean acidification could have important consequences for marine ecosystems. To
better understand the extent of this ocean acidification in coastal waters, we conducted
hydrographic surveys along the continental shelf of western North America from central Canada
to northern Mexico. We observed seawater that is undersaturated with respect to aragonite
upwelling onto large portions of the continental shelf, reaching depths of ~40 to 120 meters along
most transect lines and all the way to the surface on one transect off northern California. Although
seasonal upwelling of the undersaturated waters onto the shelf is a natural phenomenon in this
region, the ocean uptake of anthropogenic CO2 has increased the areal extent of the affected area.

Over the past 250 years, the release of
carbon dioxide (CO2) from industrial and
agricultural activities has resulted in atmo-

spheric CO2 concentrations that have increased by
about 100 parts per million (ppm). The atmo-
spheric concentration of CO2 is now higher than
it has been for at least the past 650,000 years, and
is expected to continue to rise at an increasing
rate, leading to pronounced changes in our cli-
mate by the end of this century (1). Since the
beginning of the industrial era, the oceans have
absorbed ~127 ± 18 billion metric tons of carbon
as CO2 from the atmosphere, or about one-third
of the anthropogenic carbon emissions released
(2). This process of absorption of anthropogenic
CO2 has benefited humankind by substantially
reducing the greenhouse gas concentrations in
the atmosphere and minimizing some of the im-
pacts of global warming. However, the ocean’s
daily uptake of 22 million metric tons of CO2 has
a sizable impact on its chemistry and biology.
Recent hydrographic surveys andmodeling studies
have confirmed that the uptake of anthropogenic
CO2 by the oceans has resulted in a lowering of
seawater pH by about 0.1 since the beginning of
the industrial revolution (3–7). In the coming
decades, this phenomenon, called “ocean acidi-
fication,” could affect some of the most funda-
mental biological and geochemical processes of
the sea and seriously alter the fundamental struc-
ture of pelagic and benthic ecosystems (8).

Estimates of future atmospheric and oceanic
CO2 concentrations, based on the Intergovernmental
Panel on Climate Change (IPCC) CO2 emission
scenarios and general circulation models, indicate

that atmospheric CO2 concentrations could exceed
500 ppm by the middle of this century, and 800
ppmnear the end of the century. This increasewould

result in a decrease in surface-water pH of ~0.4 by
the end of the century, and a corresponding 50%
decrease in carbonate ion concentration (5, 9). Such
rapid changes are likely to negatively affect marine
ecosystems, seriously jeopardizing themultifaceted
economies that currently depend on them (10).

The reaction of CO2 with seawater reduces
the availability of carbonate ions that are neces-
sary for calcium carbonate (CaCO3) skeleton and
shell formation for marine organisms such as
corals, marine plankton, and shellfish. The extent
to which the organisms are affected depends
largely on the CaCO3 saturation state (W), which
is the product of the concentrations of Ca2+ and
CO3

2− divided by the apparent stoichiometric
solubility product for either aragonite or calcite:

Warag = [Ca2+][CO3
2−]/K ′sparag (1)

Wcal = [Ca2+][CO3
2−]/K′spcal (2)

where the calcium concentration is estimated
from the salinity, and the carbonate ion con-

1Pacific Marine Environmental Laboratory/National Oceanic and
Atmospheric Administration, 7600 Sand Point Way NE, Seattle,
WA 98115–6349, USA. 2Instituto de Investigaciones Oceano-
logicas, Universidad Autonoma de Baja California, Km. 103 Carr.
Tijuana-Ensenada, Ensenada, Baja California, Mexico. 3Fisheries
and Oceans Canada, Institute of Ocean Science, Post Office Box
6000, Sidney, BC V8L 4B2, Canada. 4College of Oceanic and
Atmospheric Sciences, Oregon State University, 104 Ocean
Administration Building, Corvallis, OR 97331–5503, USA.

*To whom correspondence should be addressed. E-mail:
richard.a.feely@noaa.gov
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Fig. 1. Distribution of the depths of the undersaturated water (aragonite saturation < 1.0; pH < 7.75) on
the continental shelf of western North America from Queen Charlotte Sound, Canada, to San Gregorio
Baja California Sur, Mexico. On transect line 5, the corrosive water reaches all the way to the surface in the
inshore waters near the coast. The black dots represent station locations.
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Feely et al, 2008; Hickey and Banas, 2008
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alongshelf wind stress, which decreases 
by a factor of eight over this region 
(Figure 2; see also Hickey and Banas, 
2003; Ware and Thomson, 2005). High 
chlorophyll concentrations in the north-
ern CCS are reflected in higher trophic 
levels, such as zooplankton biomass and 
fish stocks (“bottom-up control”), in the 
Washington/British Columbia region 
(Ware and Thomson, 2005; Figure 3). 

One important oceanic difference 
among regions in the CCS is the degree 
of influence of freshwater (i.e., water 

input by rivers and estuaries and ener-
getic tidal currents associated with these 
features; Figure 1). These freshwater 
sources affect stratification, light, circula-
tion, nutrient supply, and phytoplankton 
retention in coastal waters. Juvenile 
salmon are generally more highly con-
centrated in regions affected by river 
plumes (Figure 4). The distribution of 
the annual return of bird colonies to 
sites along the Washington coast sug-
gests that birds may find areas most 
influenced by freshwater most attractive. 

Near the Juan de Fuca Strait, as well as 
farther south near the plume from the 
Columbia River, colonies returned in 
most years studied (80–100% colony 
return; Figure 5). This paper explores 
the potential causes of the large-scale 
alongcoast chlorophyll gradient in the 
CCS in light of two recent observational 
programs that studied the regions 
most influenced by freshwater: River 
Influences on Shelf Ecosystems (RISE, 
a Coastal Ocean Processes [CoOP] 
project) focused on the Columbia River; 
and Ecology and Oceanography of 
Harmful Algal Blooms Pacific Northwest 
(ECOHAB PNW) focused on the Strait 
of Juan de Fuca effluent. 

Barbara M. Hickey (bhickey@u.washington.edu) is Professor, School of Oceanography, 
University of Washington, Seattle, WA, USA. Neil S. Banas is Oceanographer, Applied 
Physics Laboratory, University of Washington, Seattle, WA, USA.

Figure 1. Primary physical processes in the 
California Current System (CCS) in summer. 
(Left) A map of the CCS with bottom topography 
and typical surface currents (blue arrows), show-
ing the location of submarine canyons (red), 
regions with longer than average residence times 
(green, “retention areas”), and primary sources of 
freshwater (yellow, the Strait of Juan de Fuca and 
the Columbia River). The Columbia River plume is 
depicted in the bi-directional pattern frequently 
seen in the summer season. Regions where 
upwelling is primarily two dimensional (“straight 
coast upwelling”) are differentiated from those 
farther south that are more three dimensional 
(“filaments and jets”). (Right) A cartoon show-
ing typical circulation patterns for an arbitrary 
subregion of the CCS in plan view (upper) and 
cross section (lower). In the cross section, circles 
with dots indicate equatorward flow; circles 
with crosses indicate poleward flow. Retention 
areas over banks, behind capes, and within bays 
and estuaries are noted in green text. Upwelling 
water next to the coast is shown as darker blue. 
Note that river plumes are generally warmer than 
coastal waters in summer.
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Seasonal decline on the shelf in bot. oxygen 



• Bottom oxygen in Oregon, inter annual variability correlated with NPGO
• In California, El Nino events correlated to higher oxygen and pH, while La 

Nina events are correlated with lower oxygen and pH.

(Peterson et al. 2013)

ENSO and hypoxia or OA

(Nam et al. 2011)



• Observational network with real time data access capabilities.

• Working hindcast simulations - regional models that can predict 
oxygen and/or pH variability over timescale(s) of interest on the 
shelf, in the past

• Predictable winds in the region on the timescale(s) of interest in the 
global model used to drive the regional model

• Predictable SST in the region on timescale(s) of interest in the 
global model used to drive the regional model

• Stakeholder group(s) needs identified

• Metric of uncertainty 

• Continued testing and comparisons with observations on varying 
time and space scales…. because these are works in progress! 

Siedlecki et al. 2016; Hobday et al. 2016; Tommasi et al. in prep

What is needed to build a regional forecast 
system for ocean conditions?



JISAO’s Seasonal 
Coastal Ocean 

Prediction of the 
Ecosystem (J-SCOPE)

Modeled Bottom Oxygen (ml/l) Sept, 2009 Average
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Check out our website: 
http://www.nanoos.org/products/j-scope/home.php



Building a Forecast 
System

Climate Forecast System (CFS) -  
ocean boundary conditions and 
atmospheric forcing (Ocean: ~50km, 
Atm: ~200km resolution)

CFS + UW CMG regional ROMS-
based model with biogeochemistry 
(~1.5 km resolution)

Biogeochemical model including 
Oxygen (Siedlecki et al., 2015) and 
new -DIC and TA

Modeled Bottom Oxygen (ml/l) Sept, 2009 Average
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also required of the benefits of coupling the atmo-
sphere to the ocean and the sea ice; but, at first blush, 
this aspect appears to have worked very well in the 
CFSR. The SST–precipitation correlation has improved 
in the tropics. Some problems related to executing the 
project in many streams (as is common to speed up 
the process) still exist. All subcomponents with longer 
time scales (such as the deep soil, deep ocean, and the 
top of the atmosphere) have discontinuities where one 
stream ends and the next one begins; this in spite of a 
full 1-yr overlap between the streams.

Future developments include the following three 
projects:

1) CFSR was conducted mainly to create initial 
conditions for the coupled atmosphere–ocean–
land–sea ice reforecasts of the CFS version 2 
forecast model, over the period of 1982–present. 
This project is underway at NCEP. The design of 
these reforecasts is as follows: From every fifth 
day in the calendar, there will be four 9-month 
“seasonal” forecasts from 0000, 0600, 1200, and 
1800 UTC. From every day, there will also be 

shorter predictions—one run to the first season 
(~123 days) at 0000 UTC and three runs to 45 days 
from 0600, 1200, and 1800 UTC. The emphasis 
on the shorter subseasonal predictions, for the 
MJO and week 3–6 forecasts, is to bridge the 
weather–climate gap and is the main reason for a 
high-resolution reanalysis to be conducted. There 
is consensus that, given a forecast model at a lower 
resolution (say T126), the skill of the forecasts 
benefits from the highest possible resolution of 
the initial state.

2) Given the pace of model and data assimilation 
development, we expect a new global reanalysis 
to be conducted at NCEP once every 7 years or 
so. However, there is serious thought being given 
to immediately conduct CFSRL: a “light” (with a 
reduced horizontal resolution of T126) version of 
the reanalysis that was just completed. It would be 
done in a single stream to overcome the disconti-
nuities found in the CFSR for the deep ocean, deep 
soil, and top of the atmosphere. It is possible that 
the CFSRL will be finished in 1 year, in time for 
CPC to use it when they change their climate nor-
mals to the last 30-yr period from 1981 to 2010.

3) A final activity to be conducted when the refore-
cast project is complete is to apply the reanalysis 
system, as used here, to the historical period of 
1948–78. The CFSR is the successor of R2, and, 
when extended back to 1948, will also be the 
successor of R1. It is possible this will be done in 
one-stream “light” mode.
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FIG. 31. The (top) vertically averaged temperature (from 
the surface to 300-m depth) for CFSR for 1979–2008, 
and (bottom) differences between CFSR and observa-
tions from WOA05 (Locarnini et al. 2006). (Units: K)

1048 AUGUST 2010|

UW Cascadia Model setup 

http://faculty.washington.edu/pmacc/
cmg/cmg.html

and Giddings et al, 2014

What does the 2013 Forecast say about Ω?

http://faculty.washington.edu/pmacc/MoSSea/


January 2016 Forecast



Hypoxia

 Mini-Ensemble Forecasts 2015-Onset of 
Oxygen decline at Cha’ba



J-SCOPE Climatology: 
Extending our records 

in time and space



Siedlecki et al, 2016

Mini Model Climatology—2009-2014



Bottom O2 

Anomaly



Siedlecki et al., 2016

Has Skill

Averaged over the upw
elling season

Forecasts show ocean conditions are 
predictable on Seasonal Timescales



J-SCOPE 
January 2016 
OA Forecasts

Modeled Bottom Oxygen (ml/l) Sept, 2009 Average
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Bottom ! Anomaly- 2016 forecast
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Bottom ! Anomaly- 2016 forecast



J-SCOPE 
Habitat/

Ecosystem Indices

Modeled Bottom Oxygen (ml/l) Sept, 2009 Average
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Kaplan, I. C., Williams, G. D., Bond, N. A., Hermann, A. J. and Siedlecki, S. A. (2016), Cloudy with a 
chance of sardines: forecasting sardine distributions using regional climate models. Fisheries 
Oceanography, 25: 15–27. doi: 10.1111/fog.12131

2009 Aug 2013 Aug 2014

Sardine Forecast



Bednarsek et al., in review

 
 

 

 

Fig. 3. On the right: Hovmöller diagram of spatial tracks and time history of aragonite saturation state for modeled particles released 
August 1 2013 along cross-shelf lines spanning 126.0°W to 123.5°W, and tracked both forward and backward for 2 months time 

Implications for Marine Food Webs - Pteropods

Pteropod
Photo: R. Hopcroft

Particles released along tracks where samples obtained 

Particles vertically migrate 

Particle tracks run forward and backward in time for 
30 days to calculated undersaturation days experienced



NATURE CLIMATE CHANGE DOI: 10.1038/NCLIMATE2479 ARTICLES
a b c

40 µm

Figure 4 | Development of prodissoconch I shell in Pacific oyster larvae. Representative scanning electron micrographs of Pacific oyster larvae at 10 h (a),
14 h (b) and 16 h (c) post fertilization. Over the course of development from a to c the formation of the periostracum (wrinkled) is seen, followed by
increasing amounts of hardening by calcium carbonate until, by 16 h, the prodissoconch I shell is formed and fully calcified and the periostracum is taut
over the shell surface. Larvae were reared at 23 �C and salinity = 34, under atmospheric CO2.

and increased exposure of crystal nucleation sites to seawater puts
an important kinetic-energetic constraint on the larvae; thereby
mandating an ⌦ar sensitivity (as in equation (1)). The classical
representation of the calcification rate (r) following the standard
empirical formulation is:

r=k(⌦ �1) (1)

The apparently predetermined amount of rapid calcification
required to form the PDI shell and begin feeding requires
the biocalcification rate constant (k) to be several orders of
magnitude higher than inorganic precipitation17. This constraint
also demands a rapidly accelerating biocalcification rate constant
(k) as ⌦ approaches saturation (and thus ⌦ � 1 approaches 0) to
maintain the calcification rate necessary to complete the PDI shell
without depleting maternal energy reserves. However, the logical
extension of this argument that biocalcification is not possible below
saturation is erroneous. Bivalve larvae clearly precipitate mineral
when ambient conditions are undersaturated and must, therefore,
create some level of supersaturation at crystal nucleation sites which
are semi-exposed to the external environment. We suggest that
larvae are both elevating ⌦ at the site of calcification and elevating
k through physico-chemical changes at the organic–inorganic
nucleation interface17. That is, the dependency on seawater ⌦ar in
our experimental results (Fig. 2) supports the importance of this
kinetic-energetic constraint; increasing seawater supersaturation
lowers the energetic cost of shell building, increasing the scope for
growth, as seen in the shell length response to ⌦ar (Fig. 3).

A curious pattern is observed in our shell length data. Figure 3
seems to indicate a minor (positive/negative) e�ect of pCO2 /pH
on shell growth. Within a ⌦ar treatment group, our experimental
manipulations result in decreasing DIC with increasing pH (Sup-
plementary Table 1). Previous studies in corals have suggested that
total DIC (driven mostly by bicarbonate ion) is an important factor
for calcification27–29. Alternatively, the ratio of DIC/[H+] (which is
in fact a proxy for carbonate ion and thus saturation state) due to
the proton flux model30 may be the controlling parameter for coral
calcification. Given the di�erences in calcification mechanisms and
shell morphology between larval prodissoconch I (PDI) and prodis-
soconch II (PDII; ref. 31), we postulate that any minor, secondary
DIC e�ect may be acting during the latter PDII shell formation.
In fact, a previous study32 found that larval C. gigas shell size was
not a�ected by elevated CO2 at day one (PDI), but by three days
post fertilization shells were significantly smaller in the high-CO2
treatment (PDII). Larvae fromour two-day experiments had already
begun PDII shell formation; therefore, it seems plausible the impacts
of ⌦ar (negative) and DIC (slightly positive) on shell length were
acting on PDII. Conversely, the range of ⌦ar tested in this previous

study32 was roughly between 1 and 2 (pCO2 ⇠400–1,100µatm), and
may have resulted in undetectable PDI size di�erences over the
smaller experimental range (highlighting the value of experimental
treatments extending beyond open-ocean projections). The minor
secondary positive e�ect of DIC (at supersaturation) seems con-
sistent with previous studies. However, saturation state was still
the dominant factor impacting the shell length of normally devel-
oped larvae. Although we cannot determine whether compensatory
growth is possible if saturation state is improved later in larval life,
the carry-over e�ects found onUSWest Coast oyster larvae indicate
there is limited capacity to recover from OA exposure during the
sensitive early larval stages18–20.

Even the most critical of OA meta-analyses on organismal
responses6 note calcification as being the ‘most sensitive’ of
responses to ocean acidification. For developing embryos of bivalve
larvae, calcification is a process that determines whether larvae
will survive or perish; without the development and calcification
of the PDI shell, larvae probably lack a functional velum to
support swimming and feeding owing to lack of muscular–
skeletal attachment.Without an e�ective feedingmechanism, larvae
will eventually exhaust endogenous energy reserves17. Although
larvae may be able to support basal metabolism using dissolved
organic matter (DOM; ref. 33), the velum is also responsible
for DOM uptake34. Our results show that seawater ⌦ar directly
a�ects shell development and growth, and this e�ect is not an
indirect pH impact on internal acid–base status. Without shell
development, or if it is too energetically expensive, there seems
little opportunity for larvae to overcome OA during this early
stage17. A previous study35 suggested carbonate ion concentration,
rather than saturation state, matters to larvae. Calcium addition
was used to manipulate mineral solubility without a control for
excess calcium at already supersaturated mineral solubility35. The
addition of calcium to roughly twice that of seawater, as in
ref. 35, at ⌦ar ⇠2.0 (increasing ⌦ar to ⇠3.64) resulted in very poor
shell development (PNS = 0.39 ± 0.8) and much smaller normal
larvae (S.L. = 68.63 ± 3.22 µm) in C. gigas. This result is not
surprising, given the role of calcium in cellular ion transport and
immune response, and the lack of osmo-regulation in marine
bivalves14,36. This is a minor point ultimately, because carbonate ion
concentration usually controls saturation state in marine waters.
Importantly, however, the carbonate in marine bivalve shell is
derived from all forms of DIC, including respiratory carbon (ref. 17
and references therein); increased seawater saturation state seems to
make the kinetics of shell formation less energetically expensive.

Environmental context
In marine waters, the increase of pCO2 decreases saturation state and
pH, but their declines approach potential thresholds di�erentially.
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Figure 5 | Calculated response of pH and aragonite saturation state to
increasing pCO2 from 200 to 1,600µatm (triangles) at typical upwelling
conditions along the Oregon coast. Conditions calculated for total
alkalinity = 2,300 µmol kg�1, temperature = 13 �C, and salinity = 33.
Symbols are values of pCO2 . Chronic and acute e�ects due to saturation
state decreases from experiments have been noted for bivalve larvae. The
1 0.3 pH was previously noted as significant to many physiological
processes in molluscs8.

We have plotted the change in ⌦ar and pH as pCO2 increases for
typical upwelling conditions in Oregon’s coastal waters (Fig. 5).
We found acute responses of bivalve larvae begin to manifest at
saturation states (⌦ar) of⇠1.2–1.5 (Figs 2 and 3). Other studies have
documented sub-lethal chronic exposure e�ects in Pacific oyster
larvae (⇠2.0: refs 18,35), Olympia oyster larvae (⇠1.4, ref. 19),
Eastern oyster larvae (⇠1.9, ref. 11), and California mussel larvae
(⇠1.8, ref. 37). Although far from an exhaustive list of experimental
studies, placing these⌦ar values in context of the present conditions
in the California Current ecosystem illustrate two key points. First,
there is limited remaining capacity for Oregon’s coastal waters
to absorb more CO2 before sub-lethal ⌦ar thresholds are crossed
for bivalve larvae. Increasing atmospheric CO2 pushes saturation
state across these thresholds more frequently and with greater
magnitude in the California Current38,39. Second, these saturation
state thresholds will be crossed long before recently documented
pH changes found to be physiologically important in molluscs8
(often >0.3 pH units). If transient conditions during spawning
are unfavourable for bivalve larvae, in hatcheries or in the wild,
then these impacts would result in diminished larval supply and
recruitment to adult populations.

Larval supply and recruitment are vital to maintaining many
benthic marine invertebrate populations40. Survival to metamor-
phosis requires normal development and rapid growth to limit
larval predation40. Larger larval size indicates greater scope for
growth and the repletion of energy stores needed to complete meta-
morphosis41; energy stores that are diminished under acidification
stress11. Recruitment to adult populations can be highly variable year
to year and often related to regional climatology42,43. The coastal
zones where many ecologically and economically important marine
calcifiers are found will not experience acidification gradually, as
seen in the oligotrophic open ocean, but rather as increases in fre-
quency, duration and magnitude of events that are unfavourable for
specific life-history stages5,38,44. Our experimental work has shown
that successful larval development and growth during rapid shell
formation is dependent on seawater saturation state in temporal
windows lasting two days or less (Fig. 4); thus providing increasing
evidence for a mechanism by which transient, moderate acidifica-
tion impacts18 nearly resulted in collapse of the Pacific Northwest
oyster industry45. These impacts occur on timescales relevant to

changes already observed in coastal zones5,18,46, regardless of future
changes or direct cause, and thus decreases in saturation state
can limit recruitment to present bivalve populations. Our exper-
imental approach and findings shed new light on the organismal
responses to OA, while indicating the importance of monitoring the
complete carbonate chemistry system; without which successfully
linking biological responses and chemical observations will prove
exceptionally challenging.

Methods
Water collection and stripping dissolved inorganic carbon. For each
experiment, 1 µm filtered seawater was collected from Yaquina Bay. The alkalinity
was reduced by the addition of trace metal grade HCl in near-alkalinity
equivalence, followed by bubbling with ambient air for 48 h to strip (DIC) as
CO2. The acidified, stripped seawater was then 0.22 µm-filtered, pasteurized, and
stored at 2–5 �C. Before treatment manipulation, the seawater was bubbled with
0.2 µm-filtered outside air until atmospheric conditions were achieved, then
carbonate DIC and alkalinity values were determined for manipulations.

Experimental manipulation. A 4⇥4 factorial experimental design was
developed to target 16 total treatment combinations of pCO2 and ⌦ar (saturation
state with respect to aragonite; Fig. 1 and Supplementary Table 1), with triplicate
500ml biological oxygen demand (BOD) bottles per treatment. Two separate
experiments were conducted with each species. DIC and alkalinity concentrations
were calculated for each of the 16 target treatment combinations (pCO2 and ⌦ar).
Experimental treatments were created by gravimetric addition of mineral acids
and bases to the decarbonated seawater in gas-impermeable bags customized
with Luer lock fittings. Aliquots of a concentrated, ambient-pCO2 , solution of
Na2CO3 and and NaHCO3 were added to adjust DIC to target treatment levels
followed by 0.1N HCl to adjust alkalinity. Immediately following chemical
manipulation, the bags with treatment water were stored without head-space at
2–5 �C for up to several weeks before spawning broodstock. Antibiotics were
added to BOD bottles (2 ppm chloramphenicol and 10 ppm ampicillin), which we
found to have no negative e�ects on larvae or carbonate chemistry in previous
trials. Controls were included to evaluate experimental manipulations and
incubation conditions by hatching eggs in open culture containers, as well as by
using stored seawater collected before decarbonation and not subjected to the
chemical manipulations described in this study.

Carbonate chemistry measurements. Carbonate chemistry samples were
collected from the treatment water bags just before stocking larvae in BOD
bottles, and also from each BOD bottle at the end of the incubation period.
Carbonate chemistry samples were collected in 350ml amber glass bottles with
polyurethane-lined crimp-sealed metal caps and preserved by the addition of
30 µl of saturated HgCl2. Analyses of pCO2 and DIC were carried out following the
procedure of Bandstra et al .47, modified for discrete samples as in Hales and
colleagues48. Gas and liquid standards that bracketed the experimental range
(Supplementary Table 1) were employed to ensure accuracy.

Larval rearing. Broodstock for mussel (Mytilus galloprovincialis) and oyster
(Crassostrea gigas) experiments were obtained from Carlsbad Aquafarm, or from
selected stocks of the Molluscan Broodstock Program (MBP; ref. 49), Yaquina
Bay, respectively. Broodstock spawning was stimulated by a rapid increase of
10 �C in ambient seawater temperature. Gametes were collected from at least two
male and two female parents, and the eggs fertilized in ambient seawater.
Developing embryos were added at a density of 10 larvae ml�1 to triplicate BOD
bottles per treatment after visual verification of successful fertilization. Sealed
BOD bottles were oriented on their side and incubated for 48 h at culture
temperature (18 �C for mussels and 22 �C and 25 �C for oyster trials 1 and 2,
respectively). Larvae from each BOD bottle were concentrated after a filtered
chemistry sample was collected, sampled in triplicate, and preserved in 10%
formalin bu�ered to ⇠8.1–8.2.

Larval shell development and size. Larvae were examined microscopically to
determine the proportion of normally and abnormally developed D-hinge
(prodissoconch I) larvae as well as larval shell lengths. Normally developed
larvae were characterized by a straight hinge, smooth curvature along the edge
of the valve, and the appearance of tissue within the translucent shells50. Digital
images were used to determine the shell length (longest axis perpendicular to
the hinge) of normally developed larvae only. Images were analysed using
ImageJ (V1.42).

Data analyses. Proportion normal data were scaled to the unmanipulated,
seawater control for each experiment by dividing treatment values by control
values. We used a two-way ANOVA, with pCO2 and ⌦ar as the primary factors,
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Saturation-state sensitivity of marine bivalve
larvae to ocean acidification
George G. Waldbusser1*, Burke Hales1, Chris J. Langdon2, Brian A. Haley1, Paul Schrader2,
Elizabeth L. Brunner1, MatthewW. Gray2, Cale A. Miller3 and Iria Gimenez1

Ocean acidification results in co-varying inorganic carbon system variables. Of these, an explicit focus on pH and organismal
acid–base regulation has failed to distinguish the mechanism of failure in highly sensitive bivalve larvae. With unique
chemical manipulations of seawater we show definitively that larval shell development and growth are dependent on seawater
saturation state, and not on carbon dioxide partial pressure or pH. Although other physiological processes are a�ected by pH,
mineral saturation state thresholds will be crossed decades to centuries ahead of pH thresholds owing to nonlinear changes
in the carbonate system variables as carbon dioxide is added. Our findings were repeatable for two species of bivalve larvae
could resolve discrepancies in experimental results, are consistent with a previous model of ocean acidification impacts due
to rapid calcification in bivalve larvae, and suggest a fundamental ocean acidification bottleneck at early life-history for some
marine keystone species.

Ocean acidification (OA) is described as an imbalance
between the acidic influence of rapidly accelerating
anthropogenic CO2 emissions and the slow bu�ering

response due to weathering of continental rock and carbonate
marine sediment, causing increased acidity of marine waters1,2. The
release of CO2 from fossil fuel emissions and cement production,
and decreasing uptake e�ciency of CO2 by land and sea has resulted
in the fastest increase in pCO2 (partial pressure of carbon dioxide)
in the past 800,000 years3. Conversely the natural mechanisms
that bu�er acidic perturbations from increasing pCO2 occur over
timescales of hundreds of thousands to millions of years1,2. Modern
anthropogenic changes in the open ocean have tightly coupled
aqueous pCO2 , pH and mineral solubility responses, but it was not
always thus. Previous instances of elevated pCO2 in the geologic
record, such as the Cretaceous, seem to coincide with significantly
elevated alkalinity4, and were fairly benign with respect to OA,
with elevated pCO2 not indicative of low pH or mineral corrosivity.
Throughout the geologic record and in many coastal habitats the
marine carbonate system decouples, resulting in changes in pH,
pCO2 and saturation state that do not follow the co-variance assumed
for modern open-ocean average surface waters5.

E�ects of ocean acidification on a suite of marine organisms
have been the subject of significant recent work. Although many
experimental results have shown equivocal impacts when taken in
composite, the process of calcification has mostly exhibited neg-
ative sensitivity to OA (ref. 6). Physiological processes that may
experience OA sensitivity occur across all taxa in nearly all natural
waters; however, persistent calcified structures can elevate species
that precipitate calcium carbonate to keystone status in marine
waters. Bivalves, which provide a number of critical ecosystem
services, have been noted as particularly sensitive to OA (refs 7–10).
Some experiments have even found OA impacts at present-day,

compared with pre-industrial, pCO2 levels11. Marine bivalves seem
to be sensitive to OA owing to the limited degree to which they
regulate the ionic balance and pH of their haemolymph (blood)12–15,
and acute sensitivities at specific, short-lived, life-history stages that
may result in carryover e�ects later in life16–20. Bivalve larvae are par-
ticularly sensitive to OA during the hours- to days-long bottleneck
when initial shell (called prodissoconch I or PDI) is formed during
embryogenesis17. Before PDI shell formation, larvae lack robust
feeding and swimming appendages andmust rely almost exclusively
on maternal energy from eggs; and during calcification of PDI the
calcification surfaces are in greater contact with ambient seawater
than during following shell stages17. Failure of larvae to complete
shell formation before exhausting maternal energy reserves leads
to eventual mortality, as seen in well-documented oyster hatchery
failures18. So far, the prevailing physiological mechanism identified
for OA e�ects on organisms has been in their ability to regulate
internal acid–base status; however, short-term exposure impacts
and carryover e�ects documented in bivalve larvae18–21 and greater
exposure of PDI calcification to ambient seawater17 points to an-
other mechanism for the early larval sensitivity not captured by
regulation of internal acid–base chemistry22.

In most natural waters the dissolved inorganic carbon (DIC)
system controls both pH and the thermodynamic mineral solubility
(saturation state), but in di�erent ways. pH is determined by the
ratio of dissolved concentrations of CO2 to carbonate ions, whereas
saturation state is predominantly controlled by absolute carbonate
ion concentration. The potential that organisms will respond di�er-
ently to pH (ratio) or mineral saturation state (abundance), high-
lights how the decoupling of carbonate system variables in coastal
zones5 or geologic time1,2 provides a formidable challenge in inter-
preting and predicting organismal responses to OA. The seemingly
simple experimental perturbation of CO2 bubbling results in the
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[Nakizćenović and Swart, 2000] and altering lateral bound-
ary conditions for DIC extracted from a coarse-resolution
Earth System Model (National Center for Atmospheric
Research Climate System Model 1.4-carbon model)
[Frölicher et al., 2009]. As a result, the ocean’s carbonate
chemistry changes due to atmospheric CO2 and oceanic
DIC increase, while other effects of climate change are not
taken into account. Since OA in the upper ocean is mostly
determined by the atmospheric CO2 concentration ½COatm

2 "
! "!

and is not inherent to a specific Special Report on Emissions
Scenarios (SRES) scenario [Gruber et al., 2012], we describe
our results in the context of the average atmospheric CO2

concentration over each 5 year period ½COatm
2 "

! "! and the
corresponding year under the SRES A2 scenario.
[6] We focus our analysis on the nearshore waters off

California, from Point Conception (34.5#N, 120.3#W) to Cape
Mendocino (40.4#N, 124.4#W). The modeled benthic habitat
on the continental shelf is defined by the model layer just above
the seafloor (maximum depth: 200m). The analysis for the
waters at 60m depth and at the surface is constrained to within
10 km offshore. The model results are analyzed separately for
each grid point, spanning 5years in each chosen time period.

3. Metrics

[7] A LASS event is defined as a consecutive sequence of
days of duration (D, days) with Ωarag less than a specific
threshold (T). Adopting the approach described in Sheffield
and Wood [2007], we define the intensity (I, unitless) of such
an event as

I ¼ T%Ωmean; (1)

whereΩmean is the meanΩarag during the event. The intensity
describes the mean magnitude of below-threshold conditions
over the duration of the event. Because both the intensity and
duration of LASS events have an integrated impact on organ-
ismal health [Beesley et al., 2008; Wood et al., 2008], we
combine these two parameters into an index of severity (S):

S ¼ I& D; (2)

with units of days.
[8] Here we analyze the intensity, duration, and severity of

LASS events at the surface, 60m depth, and bottom waters,
with a particular focus on aragonite undersaturation events
near the seafloor using the well-established thermodynamic
threshold of T = 1. To account for the fact that many organ-
isms show negative responses to LASS at Ωarag values other
than the thermodynamic threshold, we also vary T between
0.6 and 1.4 to explore its effect on the intensity, duration,
and severity of LASS events.

4. Intensity, Duration, and Severity of Low
Aragonite Saturation State Events

[9] Our results suggest that aragonite undersaturation events
(T= 1) in nearshore bottom waters off California have quadru-
pled in number since the preindustrial era. In 1750, 16% of
the benthic area was not exposed to aragonite undersaturation
at all, while elsewhere, aragonite undersaturation events
occurred on average once per year (Table 1). Under present-
day conditions, the entire benthos experiences aragonite
undersaturation at some point during the year.

[10] While their numbers increased, these aragonite
undersaturation events have barely intensified between
1750 and now (median intensity of 0.02 in 1750 and 0.03
in 2010). This changes drastically in the near future, as their
median intensities are projected to increase to 0.16 in 2030
½COatm

2 "!
!

= 452 ppm) and to more than 0.30 in 2050
½COatm

2 "!
!

= 533 ppm, Table 1 and Figure 1a). This rapid
increase of the intensity of LASS events is not a consequence
of an acceleration in the rate of change of the saturation state.
It is a result of the fact that as the median saturation
state approaches the threshold, the intensity of the LASS
events increases nonlinearly, particularly once the lower
end of the variability envelope, defined as the range given
by '1 temporal standard deviation around the median,
crosses the threshold.
[11] The durations of the aragonite undersaturation events

at the seafloor lengthen considerably between 1750 and
present-day and are projected to increase in length to near per-
manency between 2030 and 2050 ½COatm

2 "!
!

: 452–533 ppm,
Figure 1b). In the preindustrial simulation, aragonite
undersaturation events are short and sporadic. Eighty percent
of all events are shorter than 14 days (Figure 1b). The median
duration shifts from 6 days in 1750 to 16 days in 2010. The du-
ration of aragonite undersaturation events in 2010 lasts from a
few days (47%) to the entire year (3%) (Figure 1b, orange).
Twenty-five percent of the events are longer than 6weeks.
By 2030 ½COatm

2 "!
!

=452ppm), the majority (53%) of the
aragonite undersaturation events last a year or longer
(Figure 1b, blue). Nevertheless, about 30% of the events in
2030 are still shorter than 2months and typically occur during
the transition between periods of weak oversaturation and
strong undersaturation. By 2050 ½COatm

2 "!
!

=533 ppm), the
model projects year-round aragonite undersaturation for the
benthic ecosystems off central and northern California
(Figure 1b, red).
[12] The mean severity (the product of length and inten-

sity) is projected to increase by 3 orders of magnitude until
2050 ½COatm

2 "!
!

= 533 ppm, Figure 1c). This metric increases
nearly fourfold from 0.14 days in 1750 to 0.51 days in
2010. In 1750, only 25% of the aragonite undersaturation
events have a mean severity higher than 0.5 days, while in
2010, more than 50% are higher than 0.5 days. The relative
frequency distribution of the severity modeled for 2030
shows one peak at around 50 days and a second peak at
around 350 days (Figure 1c, blue). This illustrates that
already by 2030 ½COatm

2 "!
!

= 452 ppm), the severities of the
majority of aragonite undersaturation events (60%) are
higher than in 2010. The intensification and simultaneous
lengthening of aragonite undersaturation events between
2030 and 2050 ½COatm

2 "!
!

: 452 = 533 ppm) further amplify

Table 1. Number of Low Aragonite Saturation State Eventsa

Year ½COatm
2 "! (ppm) T = 0.6 T= 0.8 T= 1 T= 1.2 T= 1.4

1750 270 0 0.02 1.09 5.48 0.37
2010 393 0.01 0.77 4.42 0.33 0.24
2030 452 0.15 5.61 0.39 0.22 0.21
2050 533 1.20 1.30 0.21 0.21 0.20

aTotal number of low aragonite saturation state events per year and cell
that go below a certain threshold T in nearshore bottom waters during the
5 year periods around 1750, 2010, 2030, and 2050.
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D = days, T = threshold
Hauri et al, 2013

Undersaturation Days - a Severity Index
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Conclusions
 J-SCOPE forecasts (2009, 2013-2014) of subsurface ocean 
conditions have measurable skill on seasonal timescales, 
for variables relevant to management decisions for 
fisheries, protected species and ecosystem health. 

Forecasting efforts are aided by a relationship with local 
stakeholders and a real-time observational network

Physical and biogeochemical conditions are  not enough 
we need to move toward indices designed with 
management in mind - requires these measurements and 
development is done together

Long term monitoring is essential to establish these 
relationships between environmental variables and 
biological indices, but in the absence of data, a well 
validated model can be used as well.
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Next Steps

Expand forecasts to Multi-Model Ensemble?

Providing output for Pacific Fishery 
Management Council via Integrated 
Ecosystem Assessment (IEA)

Applications to additional stakeholders:
• hake
• crab

Validate hake, crab, shellfish indices with data 
- may require commercial collaborations
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