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On the relationship between the meridional overturning
circulation, alongshore wind stress, and United States East
Coast sea level in the Community Earth System Model Large
Ensemble

2Christopher M. Little AQ31 , Christopher G. Piecuch1 , and Rui M. Ponte1

31Atmospheric and Environmental Research, Inc., Lexington, Massachusetts, USA

4Abstract By the late 21st century, climate models project enhanced dynamic sea level (DSL) rise along
5the western boundary of the North Atlantic associated with a decline in the Atlantic Meridional Overturning
6Circulation (AMOC). In contrast, coastal DSL variability over the last few decades has been driven largely by
7local winds, with limited evidence for coupling to AMOC strength. The unclear forcing-dependence and
8timescale-dependence of relationships between local winds, AMOC strength, and DSL obscures: (1) the
9validity of tide gauge-derived DSL gradients as a proxy of AMOC strength and (2) the assessment of climate

10model reliability. Here we analyze these relationships in the Community Earth System Model Large Ensem-
11ble (CESM-LE) over the 1920–2100 period. In CESM-LE, the amplitude of interannual to multidecadal DSL
12variability and its along-coast correlation are comparable to detrended annual mean tide gauge records.
13A ‘‘crossover timescale’’ of approximately 5–15 years partitions a local wind-driven coastal DSL regime from
14an overturning-related regime. Processes unrelated to either AMOC strength or local winds are important at
15interannual to decadal timescales. As external forcing increases in strength over the 21st century, DSL vari-
16ability associated with the overturning circulation becomes dominant. While the largely externally forced,
17AMOC-associated, component explains only 29 6 12% of DSL variance over the 1920–2010 period, it
18explains 89 6 3% of the variance in the 2011–2100 period. We discuss the implications of these results on
19the reliability of climate model projections of regional DSL, the use of coastal DSL as a proxy for AMOC, and
20the origins of multidecadal DSL variability. AQ1

21
22

23

24

251. Introduction
26Future sea level rise will not be spatially uniform [e.g., Church et al., 2013; Kopp et al., 2015]. By the late 21st
27century, climate models project enhanced dynamic sea level (DSL) rise along the western boundary of the
28North Atlantic, resulting in a dramatic increase in coastal flood risk in the northeast U.S [e.g., Kopp et al.,
292014; Sweet and Park, 2014]. These DSL increases have been related, often via geostrophic balance, to a
30decline in the Atlantic meridional overturning circulation (AMOC) [e.g., Levermann et al., 2005; Landerer
31et al., 2007a; Yin et al., 2009; Little et al., 2015].

32Secular trends in AMOC and DSL of the magnitude projected by climate models over the 21st century have
33not been observed to date, although several analyses have interpreted recent accelerations and extremes
34in tide gauge sea level records along the northeastern United States in terms of contemporaneous changes
35in AMOC [e.g., Yin and Goddard, 2013; Kopp, 2013; Goddard et al., 2015; Ezer, 2015]. These studies, however,
36stand in contrast to those concluding interannual-to-decadal changes in DSL are driven primarily by along-
37shore winds [Li et al., 2014; Andres et al., 2013; Woodworth et al., 2014; Piecuch et al., 2016], leading to confu-
38sion regarding the mechanisms underlying observed past and projected future DSL change [e.g., Srokosz
39and Bryden, 2015].

40It is possible, however, that this apparent conflict arises from the fact that different observational findings
41and model results apply to distinct time periods and frequency bands. For example, while Woodworth et al.
42[2014] show that annual sea level changes along the northeast American Atlantic coast during 1950–2009
43mostly resulted from high-frequency (i.e., interannual to decadal) wind forcing, they do find a weak underly-
44ing relationship at lower frequencies between sea level and the overturning circulation.

Key Points:
! CESM-LE’s representation of NE US

coastal DSL variability compares
favorably to a Bayesian tide gauge
reconstruction
! Over multidecadal timescales, and

under strong external forcing, DSL
variability associated with AMOC
dominates local wind stress forcing
! Processes unrelated to AMOC

strength and local wind stress
introduce uncertainty in AMOC/DSL
scaling relationships over decadal
timescales
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[Kopp	et	al.	(2014),	Earth’s	Future]	
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RCP	8.5	21st	century	multimodel	mean	DSL	change	(m)		

�  High	mean	AND	wide	spread	in	the	NW	Atlantic	

�  Dynamic	sea	level	rise	(DSL)	is	correlated	with	global	mean	across	models	

	



70-year	DSL	change	at	New	York	City	
(10	GFDL	models;	1%/yr	CO2	increase)	

	
	
	�  Future	dynamic	sea	level	rise	is	

closely	related	to	AMOC	
weakening…	

	

	

	

�  And	models	suggest	that	DSL	is	a	
proxy	of	AMOC	strength	over	the	
historical	record	(e.g.	Bingham	and	
Hughes	2009,	McCarthy	et	al.	2015).	

AMOC	and	DSL	are	closely	
coupled	in	models…	

[Yin	et	al.	(in	prep)]	
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signal is in the subpolar region (Fig. 1a), so we wish to show that, as a
measure of ocean circulation, our sea-level index is related to heat
transport into the subpolar gyre and consequently heat content
changes there. Such a mechanism is supported by our model, in which
the sea-level index leads the heat transport into the subpolar gyre
at 40u N and, consequently, leads the heat content changes there
(Extended Data Fig. 6).

Although we do not have observations of heat transport, we can
relate our sea-level index directly to the heat content changes in the
subpolar gyre since 1960. Figure 2a shows the accumulated sea-level
index (blue curve), together with a direct estimate of the heat content in
the area in the depth-weighted temperature anomaly in the top 500 m
between 40u N and 60u N (black line). Heat content trends are similar
throughout the upper 1,000 m of the Atlantic, below which they reverse
due to the depth structure of the Atlantic overturning circulation. The
cool subpolar upper ocean of the 1970s and 1980s and subsequent
warming in the 1990s is captured by the accumulated sea-level index,
observationally supporting the hypothesis that circulation changes and
not only air–sea fluxes were involved in these changes28. For the pur-
poses of statistical analyses, the timeseries have had a 7-year low-pass,
Tukey filter applied to them, which is referred to by the prefix ‘7-year’
from here on. The 7-year sea-level index leads the 7-year rate of

heat content change by 2 years with a maximum correlation of 0.58
(significant at the 95% level). The reason that the accumulated sea-level
index leads the large rise in heat content from 40uN to 60uN in the early
1990s can be interpreted by looking at maps of the heat content anom-
aly evolution. Heat content builds downstream of the intergyre region
from the mid-1980s to the mid-1990s (Fig. 2b). This heat content
anomaly is then observed downstream in the subpolar gyre in the late
1990s and early 2000s (Fig. 2c), indicating that the sea-level index could
provide an early indication of subpolar heat content change.

The first mode of atmospheric variability over the North Atlantic,
the North Atlantic Oscillation (NAO), forces both buoyancy and
wind-driven ocean circulation7 and, we believe, is the major forcing
of the circulation in the intergyre region. The 7-year NAO is signifi-
cantly correlated with (r 5 0.71 at the 98% level) and leads the 7-year
sea-level difference by approximately 1 year over the period 1950 to
2012. On extending the time period to 1920–2012, the correlation
drops slightly but is still significantly correlated (r 5 0.61 at the 98%
level, Extended Data Fig. 7). The correlation between the sea-level
difference and the NAO is higher and more significant than the
correlation of the NAO with either the southern or northern sea-level
(Fig. 1b, c) composites (r 5 20.5 at the 86% level for the southern
composite; r 5 20.43 at the 70% level for the northern); this supports
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Figure 1 | Dynamic sea level and circulation along the western Atlantic
seaboard. a, Negative (positive) mean dynamic topography contours in blue
(red) indicate cyclonic (anticyclonic) geostrophic streamlines. Contour values
in metres shown in Fig. 2. The zero contour (dark blue) marks the boundary
between the subtropical and subpolar gyres. Hatched areas indicate warm sea
surface temperature anomalies of greater than 0.5 uC during the positive phase

of the AMO from 1995–2004 relative to from 1961–2012. b, c, Dynamic sea-
level anomalies north (b; sites 7–30, 1200 mm offset) and south (c; sites 1–6,
2200 mm offset) of Cape Hatteras, with averages in black. d, The difference in
sea level, southern minus northern average, defines our sea-level index for
ocean circulation.
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Figure 2 | Relating the sea-level circulation index to heat content changes.
a, Accumulated sea-level index (nominally, in mm month) derived from
accumulating the sea-level circulation index (blue), temperature anomaly in the
upper 500 m of the subpolar North Atlantic from 40u to 60u N (black) and

accumulated NAO (red, dashed). b, Average temperature anomaly in the top
500 m for the periods 1985–94 relative to the average from 1958–2010.
Contours of mean dynamic topography (metres) defined in Fig. 1a are overlaid
for reference. c, Same as b but for the period 1995–2004.
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Woodworth et al. 2014; McCarthy et al. 2015). We note
that, while ourmain focus will be on tide gauges along the
northeast coast, we have also included some tide gauges
along the southeast coast of North America for purposes
of comparison (Fig. 1).
Here we focus on changes in dynamic sea level z;

hence, we adjust the records for isostatic ocean response
to barometric pressure (the inverted barometer effect),
which can have an important impact on annual sea level
changes in this area. For example, Piecuch and Ponte
(2015) find that such air-pressure effects explain about
25% of the interannual variance over 1979–2013 and
about 50% of the magnitude of an extreme event during
2009/10 in tide gauge records along the northeastern
coastline. To estimate the inverted barometer effect, we
use annual sea level pressure Pa from the Hadley Centre
Sea Level Pressure dataset (Allan and Ansell 2006). We
use thesePa data because the PSMSL recommends them
as ‘‘the most suitable gridded data set . . . for sea level
studies’’2 [but note that different Pa datasets are very
similar in this area over this period and give almost
identical results (cf. Fig. 3 in Piecuch and Ponte 2015)].
Data are defined on a regular grid with a horizontal
resolution of 58 latitude and longitude over 1850–2012.
We assess the inverted barometer effect zib as follows
(cf. Ponte 2006):

zib _52
P
a
2P

a

rg
, (1)

where the overbar denotes the spatial average over
the ocean, g is gravity, and r is ocean density. Values
are mapped to gauge sites using nearest-neighbor in-
terpolation. Given our focus on ocean dynamics, we also
remove estimated global mean sea level changes over
the period (Church and White 2011).
Similar to recent works by Andres et al. (2013) and

Thompson and Mitchum (2014), we restrict our focus to
interannual and decadal changes. To isolate these time
scales, we remove a linear trend from each of the annual
tide gauge records. This serves to filter out changes over
longer periods due to global sea level rise and local ver-
tical land motion (Kopp 2013) and possibly also changes
in thermohaline forcing and the Atlantic meridional
overturning circulation (Yin and Goddard 2013). Con-
sistent with previous studies (e.g., Bingham and Hughes
2009; Thompson and Mitchum 2014; Woodworth et al.
2014), we observe that the coastal z anomalies ‘‘cluster’’
into two distinct groups, which are demarcated by Cape
Hatteras (Fig. 1). Pairs of tide gauges either north or
south ofCapeHatteras aremostly significantly correlated
with one another, whereas northern tide gauges do not
show statistically significant correlation coefficients with
the southern tide gauges (Fig. 2). [Critical values of the
correlation coefficient are determined for all pairs of time
series based on the autocorrelation properties of the re-
cords, following von Storch and Zwiers (1999, section

FIG. 1. (a) Color-filled circles show the locations of the 27 PSMSL RLR (Holgate et al. 2013) tide gauges used in
this study. The white star denotes Cape Hatteras and the gray contour delineates the 100-m depth. Annual sea level
records from those tide gauges (b) north and (c) south of CapeHatteras, with the colors corresponding to locations in
(a). Inverted barometer and linear trend have been removed from the records.

2 For example, see http://www.psmsl.org/train_and_info/geo_
signals/atm.php.
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4. Forcing experiments and dynamical
interpretation

Our simple barotropic model solution performs as
well as, if not better than, other more complete (and
data assimilating) ocean general circulation model
frameworks with regard to reproducing annual tide
gauge observations along the northeast coast of North
America. This demonstrates that more complex models
do not necessarily produce more realistic solutions. In
the most general terms, the z signals from the barotropic
model can reflect dynamic ocean response to barometric
pressure and wind stress locally as well as remotely. To
reveal the roles of local and remote wind and pressure,
we conduct the following experiments based on the
barotropic model configuration:

d In the PRES experiment, we again run forward the
barotropic model as described previously, but we turn
off the wind stress surface forcing. Hence, once
corrected for the inverted barometer effect, this solu-
tion represents the dynamic ocean response to baro-
metric pressure.

d For the SHAL run, we set to zero barometric pressure
and wind stress over the deep ocean, leaving the wind
stress over the shelf and slope (,1000m) as the only
driver of z variability.

d Similar to SHAL, for the DEEP run we remove
pressure and wind forcing over the shallow ocean
from this simulation, allowing only wind stress over
the deep ocean (.1000m) to force the model.

In all other respects (e.g., initial conditions), these per-
turbation runs are identical to the original barotropic
ocean model simulation, which hereafter we refer to as
the BASE experiment for clarity.
The outcomes of the experiments are summarized in

Fig. 6, which compares z time series from the BASE,
PRES,DEEP, and SHAL simulations averaged over the
tide gauge sites north of Cape Hatteras. [Because of the
strong spatial coherence of the signals (Fig. 2), analo-
gous conclusions follow from comparing the different
barotropic model experiments at the various individual
tide gauges (not shown).] The PRES experiment evi-
dences no appreciable dynamic behavior in this region
and explains none of the z variance from the BASE

FIG. 4. Observed and modeled sea level averaged over tide gauges (left) north or (right) south of Cape Hatteras.
(See Fig. 1a for locations.) The black curves are the tide gauge time series while the colored curves indicate the
various model solutions: (a),(b) the barotropic model (blue), (c),(d) GECCO2 (orange), (e),(f) ORAS4 (yellow),
(g),(h) SODA (purple), and (i),( j) GODAS (green).
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Tide	gauges	

	
	

Reanalysis-wind	forced	barotropic	model	

	

[Andres	et	al.	(2013),	GRL]	

[Piecuch	et	al.	(2016),		J.	Climate]	

…but	observations	are	dominated	by	local	winds	

	
	
	
	
	
	
	

� Alongshore	
winds	explain	
50-60%	of	DSL	
variance	north	of	
Cape	Hatteras	

� Wither	AMOC?	
	

1970-2012	observed	annual	mean	sea	level	
anomaly/alongshore	wind	correlation	

Annual	mean	detrended	sea	level	anomaly	(mm)	
North	of	Cape	Hatteras	



2.	Partition	externally-forced	and	internal	components	
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3.	Compare	to	fully	Bayesian	(probabilistic)	tide	gauge	reconstruction	[Piecuch	et	al.	(2017),	JGRO]	
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�  Apply	5	year	high	pass	
filter	

�  Regress	each	
simulation	(n)	

High-frequency	
1920-2010	

⌘n = ↵n⌧n + �n n + "n(t).

1920-2010	



�  Examine	mechanisms	underlying	spread	in	climate	model	representation	of:	
AMOC	change	and	its	coastal	sea	level	expression	

	

	
	
�  Remove	land	motion	and	global	mean	sea	level	change	by	incorporating	

other	data	sources	into	Bayesian	algorithm	(e.g.	GPS,	altimetry)	

Future	work	
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[Little	et	al.	(2015),	J.	Climate]	



Thanks	to:	
�  NASA	award	#NNH16CT01C;	NSF	award	#1558966	
�  Steve	Yeager	(NCAR),	the	CESM	Large	ensemble	project	and	the	NCAR	ESG	repository	
�  NOAA	GFDL		

�  In	CESM,	Northeast	US	dynamic	sea	level	changes	can	be	partitioned	into:	1)	an	interannual,	
internal,	local	wind-driven	component	and	2)	a	multidecadal-to-centennial,	externally-forced,	
component	that	is	tightly	coupled	to	the	overturning	circulation	
�  Externally	forced	AMOC/DSL	scaling	(~-1.8	cm/Sv)	is	stationary	over	the	1920-2100	period	

�  Observation-based	explanations	highlighting	the	role	of	winds	are	not	inconsistent	with	
large	21st	century,	AMOC-coupled	changes	in	climate	models;	robust	linkages	require	more	
time	to	observe	or	stronger	external	forcing	(see	also	Woodworth	et	al.	2014)	

	
�  Northeast	US	sea	level	is	a	good	metric	of	AMOC	over	multi-decadal	timescales,	especially	in	

the	presence	of	strong	external	forcing	
�  Obscured	over	decadal	timescales	by	local	winds	and	unrelated	internal	variability;	may	

be	able	to	improve	by	filtering	wind-forced	interannual	“noise”	
�  Assessment	of	AMOC	metrics	that	include	locations	south	of	Cape	Hatteras	are	hindered	

by	CESM’s	poor	representation	of	South	Atlantic	Bight	DSL	

Conclusions	



15	

Extra	



295If a low-pass filter is employed, there is unlikely to be an optimal cutoff frequency (Figure 7a); furthermore,
296our results indicate such a cutoff would be dependent on the climate forcing. To illustrate the sensitivity to
297filter length, we test the use of g as a proxy for w over the 1920–2010 period using a regression of 5 and 20
298year low-pass filtered quantities in Figure F1010, i.e.,

w!n5b!ngn; (4)

299where b! is the simulation-specific regression coefficient that has a distribution shown in Figure 10a (5 year
300low-pass filter) and Figure 10c (20 year low-pass filter).

301With a 5 year low-pass filter, equation (4) only captures 40 6 14% of the variance in w (Figure 10b), indicat-
302ing a substantial contribution from processes unrelated to AMOC strength. Within any ensemble member,
303the overestimate of AMOC-associated variability at higher frequencies is evident in the time series of esti-
304mated w!n (gray line in Figure 10e). Perhaps more importantly, the 5 year smoothing results in a systematic
305underprediction of AMOC strength changes across all ensemble members.

306In contrast, the 20 year low-pass filter captures 70 6 19% of the variance (Figure 10d), revealing the limited
307presence of long-period variability uncoupled to AMOC. The longer filter results in a larger magnitude b!

308and reduces its intersimulation range (Figure 10c); more simulations provide a scaling close to the inverse

Figure 10. (a) The scaling coefficient (b! , in Sv cm21) between 5 year low-pass filtered DSL and AMOC across 40 ensemble members, with the coefficient for the externally forced com-
ponent shown in Figure 6a shown with the dashed black line, and the value for ensemble member #1 shown with the dashed gray line. (b) 5 year low-pass filtered AMOC variance
explained by DSL across 40 ensemble members. (e) ‘‘True’’ (blue) and ‘‘estimated’’ (gray, g-derived) AMOC strength anomaly over the 1920–2010 period. Thick lines are from ensemble
member 1, shading shows l6r across the 40 ensemble members. (c, d, f) As in Figures 10a, 10b, and 10e, except using 20 year low-pass filtered quantities.

J_ID: JGRC Customer A_ID: JGRC22239 Cadmus Art: JGRC22239 Ed. Ref. No.: 2017JC012713 Date: 31-March-17 Stage: Page: 12

ID: vijayalakshmi.s Time: 12:49 I Path: //chenas03.cadmus.com/Home$/vijayalakshmi.s$/JW-JGRC170146

Journal of Geophysical Research: Oceans 10.1002/2017JC012713

LITTLE ET AL. AMOC-SEA LEVEL IN CESM-LE 12
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Figure 3. Projections of GSL rise for the three RCPs.
Heavy = median; dashed = 5th–95th percentile, dotted
= 0.5th–99.5th percentiles.
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Figure 1
Processes that influence regional sea level.

and associated physical processes, such as surface feedbacks and lateral and vertical mixing or
advective processes (Yin et al. 2010). Furthermore, steric changes tend to be larger in the interior
(deep) ocean than over the shallow shelf regions (e.g., Bingham & Hughes 2012). As a result, mass
exchange between the ocean interior and continental shelves can occur.

Historically, regional sea level changes were interpreted as being primarily thermosteric in
nature, reflecting changes in the ocean’s heat content (e.g., Levitus et al. 2000). However, recent
observations indicate that salinity changes are also important for regional sea level evolution
(Durack & Wijffels 2010) and that halosteric changes can enhance or compensate for thermosteric
changes, depending on the regional temperature-salinity relationship (e.g., Köhl & Stammer 2008,
Ponte 2012). Moreover, some regions are specifically affected by increased uptake of either heat
or freshwater. Some of these regions coincide with places of deepwater mass formation, which
provide windows for long-term heat and freshwater uptake (e.g., the subpolar North Atlantic
and the subpolar convergence zone of the Southern Ocean). Halosteric effects can be especially
important in regions of high-latitude water mass formation; e.g., model simulations suggest that
halosteric changes will dominate sea level changes in the Arctic (e.g., Lowe & Gregory 2006,
Pardaens et al. 2011). Recent observations suggest that this might be the case already (Giles et al.
2012, Morison et al. 2012).

The extent to which changes in surface air-sea fluxes of heat and freshwater play an important
role in ongoing regional sea level changes is not yet fully quantified. However, it is anticipated that
those fluxes will play an increasingly important role in a warming climate. Of particular concern
are the processes involved in the sea level response to locally injected freshwater originating from
melting glaciers or polar ice sheets. The response associated with the mass redistribution will occur
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16	CMIP5	model	projections	
(2090-1990)	

SLR anomaly at NYC (cm)Global mean thermal expansion (cm)
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�  Three	key	issues:		

�  Tide	gauge	record	quality/length	
�  Use	probabilistic,	gap-filling	reconstruction	

�  Tide	gauge	records	include	other	processes	
�  Compare	detrended	alongshore	averages	

�  Internal	variability	
�  Use	climate	model	ensemble	

Reconciling	models	and	data:	difficulties	
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the sea level at NYC (NYSL) in the remainder of the
paper because 1) it is a marker for the hotspot at
a coastal location and 2) New York City has significant
exposure of coastal assets (Hallegatte et al. 2013;
NPCC2 2013).

b. Partitioning uncertainty

We decompose the sources of uncertainty in these
ensemble projections in Fig. 3, which illustrates their
temporal evolution, and Fig. 4, which shows global snap-
shots of the main effects (S, M, and V) in 2040 and 2090.
The evolution of uncertainty in GMSL (Figs. 3a,c) is

qualitatively consistent with projections of global mean
surface air temperature (Yip et al. 2011; Hawkins and
Sutton 2009). Model uncertainty is the largest source of
uncertainty through most of the twenty-first century,
increasing monotonically through the period. However,
the rate of increase in scenario uncertainty is higher
throughout the twenty-first century, and this quantity
increases to 65% of the variance by 2090. Uncertainty
driven by internal variability is comparable to that of
scenario uncertainty before 2035 (the crossover time)

but decreases to a negligible component of the total
uncertainty by the late twenty-first century.
As expected, uncertainty is higher for all sources at

a local level (Figs. 3b,d; Hawkins and Sutton 2009).
Although the absolute uncertainty arising from internal
variability is relatively constant throughout the century
in NYSL, its fractional contribution is initially much
higher than in GMSL (up to;50%, compared to,30%
globally) and takes longer to decay. Both model and
scenario uncertainty are higher in NYSL than in GMSL,
but model uncertainty is dominant throughout the
twenty-first century, remaining greater than 65% through
2090. Model–scenario interaction grows over time, in-
dicating that models have a different response to in-
dividual RCPs, but this term remains small compared to
the main effects.
At almost all locations, sea level change remains

scenario independent in 2040 (Fig. 4a). By 2090, the
response to RCPs is apparent and is particularly strong
in the Northern Hemisphere subpolar gyres, the Arctic,
and in a band north of the Antarctic Circumpolar Cur-
rent (ACC; Fig. 4b); these are locations where heat is

FIG. 3. The uncertainty in decadal mean (a) GMSL and (b) NYSL contributed by each component of the total
variance [black, scenario, S(t); blue, model,M(t); red, internal,V(t); green, model scenario, I(t)]. (c),(d) The fraction
of the variance in SLR at each location driven by each component. Dashed vertical line indicates the crossover time.
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“Oceanographic”	sea	level	rise	uncertainty	at	New	York	City	
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CMIP5	local	sea	level	uncertainty	

27	

75	cm	

25	cm	

“Historical”	

RCP	8.5	

M
ea

n	
se

a	
le
ve

l	
	re

la
tiv

e	
to

	2
00

0	
(c
en

tim
et
er
s)
	 25	CMIP5	

models	
NYC	sea	level	

rise	projections		
(cm	relative	to	

2000)	

signal in the North Atlantic, it is collocated with a region
of highmodel spread. The only locations where different
emission trajectories are apparent before 2050 are the
tropical Atlantic and Indian Oceans.
The spatial pattern of emergence is somewhat con-

sistent between the ensemble and the individual models,
but the individual models show 1) a much earlier
emergence and 2) a few notable differences in spatial
patterns. CCSM4, with its relatively low internal vari-
ability, drives an earlier, and fairly uniform, emergence;
the other two models have regions of high internal
variability (Fig. 8) in the northern subtropical and sub-
polar gyres that obscure the response to different RCPs.

4. Discussion

Our results indicate that uncertainty in the oceano-
graphic component of sea level change is dominated by
AOGCM spread over much of the globe through 2100
and that the magnitude of internal variability varies
widely across AOGCMs. This discussion focuses on the
implications of these findings on projections of sea level
and the emergence of a scenario-dependent sea level
trend. We do not attempt to evaluate individual models;
rather, we suggest possible origins of model divergence,
highlight outliers, and underscore their importance to
local risk assessments.

FIG. 7. Time series of (a)–(c) GMSL and (d)–(f) NYSL rise (in cm) from four realizations of the (left) CCSM4, (middle) CSIRO
Mk3.6.0, and (right) HadGEM2-ES models. Colors indicate RCP (blue, 8.5; green, 6.0; red, 4.5; black, 2.6). (g)–(i) The NYSL variance
(in cm2) contributed by internal variability (red) and scenario uncertainty (black). Dashed vertical line indicates the crossover time.

846 JOURNAL OF CL IMATE VOLUME 28

NCAR	
CCSM4	
NYC	sea	
level	rise	

(cm)	

RCP	8.5	

RCP	2.6	



Woodworth et al. 2014; McCarthy et al. 2015). We note
that, while ourmain focus will be on tide gauges along the
northeast coast, we have also included some tide gauges
along the southeast coast of North America for purposes
of comparison (Fig. 1).
Here we focus on changes in dynamic sea level z;

hence, we adjust the records for isostatic ocean response
to barometric pressure (the inverted barometer effect),
which can have an important impact on annual sea level
changes in this area. For example, Piecuch and Ponte
(2015) find that such air-pressure effects explain about
25% of the interannual variance over 1979–2013 and
about 50% of the magnitude of an extreme event during
2009/10 in tide gauge records along the northeastern
coastline. To estimate the inverted barometer effect, we
use annual sea level pressure Pa from the Hadley Centre
Sea Level Pressure dataset (Allan and Ansell 2006). We
use thesePa data because the PSMSL recommends them
as ‘‘the most suitable gridded data set . . . for sea level
studies’’2 [but note that different Pa datasets are very
similar in this area over this period and give almost
identical results (cf. Fig. 3 in Piecuch and Ponte 2015)].
Data are defined on a regular grid with a horizontal
resolution of 58 latitude and longitude over 1850–2012.
We assess the inverted barometer effect zib as follows
(cf. Ponte 2006):

zib _52
P
a
2P

a

rg
, (1)

where the overbar denotes the spatial average over
the ocean, g is gravity, and r is ocean density. Values
are mapped to gauge sites using nearest-neighbor in-
terpolation. Given our focus on ocean dynamics, we also
remove estimated global mean sea level changes over
the period (Church and White 2011).
Similar to recent works by Andres et al. (2013) and

Thompson and Mitchum (2014), we restrict our focus to
interannual and decadal changes. To isolate these time
scales, we remove a linear trend from each of the annual
tide gauge records. This serves to filter out changes over
longer periods due to global sea level rise and local ver-
tical land motion (Kopp 2013) and possibly also changes
in thermohaline forcing and the Atlantic meridional
overturning circulation (Yin and Goddard 2013). Con-
sistent with previous studies (e.g., Bingham and Hughes
2009; Thompson and Mitchum 2014; Woodworth et al.
2014), we observe that the coastal z anomalies ‘‘cluster’’
into two distinct groups, which are demarcated by Cape
Hatteras (Fig. 1). Pairs of tide gauges either north or
south ofCapeHatteras aremostly significantly correlated
with one another, whereas northern tide gauges do not
show statistically significant correlation coefficients with
the southern tide gauges (Fig. 2). [Critical values of the
correlation coefficient are determined for all pairs of time
series based on the autocorrelation properties of the re-
cords, following von Storch and Zwiers (1999, section

FIG. 1. (a) Color-filled circles show the locations of the 27 PSMSL RLR (Holgate et al. 2013) tide gauges used in
this study. The white star denotes Cape Hatteras and the gray contour delineates the 100-m depth. Annual sea level
records from those tide gauges (b) north and (c) south of CapeHatteras, with the colors corresponding to locations in
(a). Inverted barometer and linear trend have been removed from the records.

2 For example, see http://www.psmsl.org/train_and_info/geo_
signals/atm.php.
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4. Forcing experiments and dynamical
interpretation

Our simple barotropic model solution performs as
well as, if not better than, other more complete (and
data assimilating) ocean general circulation model
frameworks with regard to reproducing annual tide
gauge observations along the northeast coast of North
America. This demonstrates that more complex models
do not necessarily produce more realistic solutions. In
the most general terms, the z signals from the barotropic
model can reflect dynamic ocean response to barometric
pressure and wind stress locally as well as remotely. To
reveal the roles of local and remote wind and pressure,
we conduct the following experiments based on the
barotropic model configuration:

d In the PRES experiment, we again run forward the
barotropic model as described previously, but we turn
off the wind stress surface forcing. Hence, once
corrected for the inverted barometer effect, this solu-
tion represents the dynamic ocean response to baro-
metric pressure.

d For the SHAL run, we set to zero barometric pressure
and wind stress over the deep ocean, leaving the wind
stress over the shelf and slope (,1000m) as the only
driver of z variability.

d Similar to SHAL, for the DEEP run we remove
pressure and wind forcing over the shallow ocean
from this simulation, allowing only wind stress over
the deep ocean (.1000m) to force the model.

In all other respects (e.g., initial conditions), these per-
turbation runs are identical to the original barotropic
ocean model simulation, which hereafter we refer to as
the BASE experiment for clarity.
The outcomes of the experiments are summarized in

Fig. 6, which compares z time series from the BASE,
PRES,DEEP, and SHAL simulations averaged over the
tide gauge sites north of Cape Hatteras. [Because of the
strong spatial coherence of the signals (Fig. 2), analo-
gous conclusions follow from comparing the different
barotropic model experiments at the various individual
tide gauges (not shown).] The PRES experiment evi-
dences no appreciable dynamic behavior in this region
and explains none of the z variance from the BASE

FIG. 4. Observed and modeled sea level averaged over tide gauges (left) north or (right) south of Cape Hatteras.
(See Fig. 1a for locations.) The black curves are the tide gauge time series while the colored curves indicate the
various model solutions: (a),(b) the barotropic model (blue), (c),(d) GECCO2 (orange), (e),(f) ORAS4 (yellow),
(g),(h) SODA (purple), and (i),( j) GODAS (green).

4808 JOURNAL OF CL IMATE VOLUME 29

Observed	detrended	sea	level	

	
	

Reanalysis-wind	forced	barotropic	model	

	

…but	observations	are	
dominated	by	local	winds	



II.	Wind	effects	on	regional	sea	level	

�  Strong	anti-correlation	
between	SL	in	SHAL	&	local	
alongshore	winds	
�  Physical	framework—	
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