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“local vs remote”? is a difficult question!

Local to the Arctic Remote influence

submonthly

sea ice-cloud feedback !
!

sea ice-cloud feedback at the retreating ice edge!
!

wind forcing can remove sea-ice from the Arctic Ocean!
!

heat influx associated with midlatitude 
cyclones & anticyclones; !

!
heat & moisture influx by planetary-scale 
wave trains forced by tropical convection; 
downward IR (including MJO influence)!

!

seasonal

enhanced winter downward IR reduces following summer 
sea ice area;!

!
springtime atmospheric heat fluxes enhance sea-ice 

retreat;!
!

summer ice-albedo warming of the Arctic Ocean hinders 
sea ice growth in the following winter!

seasonal variations in the submonthly wave 
train characteristics!

Interannual &  
decadal

thinning of sea ice reduces insulation!
!

accumulation of black carbon gradually reduces the 
albedo of multi-year sea ice!

ENSO, PDO, AMO!

Many different spatial and time scales are involved and they are not !
independent of each other. These are just a few examples of the different !
mechanisms that can lead to amplified warming in the Arctic:!



“local vs remote”? is a difficult question!
they are not independent of each other!

Fig. 2. Examples of feedback processes that amplify an initial near-surface air temperature rise caused by global 
warming. Red, surface albedo effect; blue, changes in north–south atmospheric and oceanic transport; black, effects 

of water vapor and clouds; green, effects of aerosol particles; purple, increased oceanic biological activity.!

Source: Wendisch, M., et al. (2017), Understanding causes and effects of rapid warming in the Arctic, Eos, 98, doi:10.1029/2017EO064803. 
Published on 17 January 2017.!



Observational evidence of a local source!

of the seasonal temperature trends that are linearly congruent with
changes in sea ice (Fig. 2) show remarkable resemblance to the ver-
tical profiles of the total temperature trends (Fig. 1). North of 70uN, a
large portion of each total trend is linked to reduced Arctic sea ice
cover (Fig. 2). The majority of the winter warming is associated with
changes in sea ice cover (Fig. 2a) even though the sea ice declines are
relatively small and the albedo feedback is weak during this season.
Strong winter warming is consistent with the atmospheric response
to reduced sea ice cover22,27 and reflects the seasonal cycle of ocean–
atmosphere heat fluxes22: during summer, the atmosphere loses heat
to the ocean whereas during winter the flux of heat is reversed. Thus,
reduced summer sea ice cover allows for greater warming of the
upper ocean but atmospheric warming is modest (Fig. 2c). The inter-
action is undoubtedly two-way because warmer upper-ocean tem-
peratures will further enhance sea ice loss. The excess heat stored in
the upper ocean is subsequently released to the atmosphere during
winter20,22. Reduced winter sea ice cover, in part a response to a
warmer upper ocean and delayed refreezing6,7, facilitates a greater
transfer of heat to the atmosphere. The observed thinning of Arctic
sea ice28,29, albeit not explicitly represented in ERA-Interim, is also
likely to have enhanced the surface heat fluxes.

Another potential contributor to the surface amplified warming
could be changes in cloud cover. Clouds decrease the incoming
short-wave (solar) radiation. However, this shading effect is partly
offset, or exceeded, by a compensating increase in incoming long-wave

radiation. In the Arctic, this greenhouse effect dominates during
autumn, winter and spring (Fig. 3), in agreement with in situ observa-
tions30. In summer, the shading effect dominates in the lower-latitude
regions of the Arctic basin whereas north of 80uN the two competing
effects approximately cancel out (Fig. 3c). Spring is the only season that
exhibits significant trends in Arctic average cloudiness in ERA-Interim,
and these are negative (the ERA-Interim cloud-cover trends are con-
sistent with satellite estimates; see Supplementary Information).
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Figure 1 | Surface amplification of temperature trends, 1989–2008.
Temperature trends averaged around circles of latitude for winter
(December–February; a), spring (March–May; b), summer (June–August;
c) and autumn (September–November; d). The black contours indicate
where trends differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) confidence levels. The line graphs show trends (same units as
in colour plots) averaged over the lower part of the atmosphere
(950–1,000 hPa; solid lines) and over the entire atmospheric column
(300–1,000 hPa; dotted lines). Red shading indicates that the lower
atmosphere has warmed faster than the atmospheric column as whole. Blue
shading indicates that the lower atmosphere has warmed slower than the
atmospheric column as a whole.
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Figure 2 | Temperature trends linked to changes in sea ice. Temperature
trends over the 1989–2008 period averaged around circles of latitude for
winter (a), spring (b), summer (c) and autumn (d). The trends are derived
from projections of the temperature field on the sea ice time series (Methods
Summary). The black contours indicate where the ice–temperature
regressions differ significantly from zero at the 99% (solid lines) and 95%
(dotted lines) uncertainty levels.
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Figure 3 | Impacts of cloud-cover changes on the net surface radiation.
Mean net surface radiation (short-wave plus long-wave) over the 1989–2008
period under cloudy-sky (solid lines) and clear-sky (dotted lines) conditions.
Means are averaged around circles of latitude for winter (a), spring
(b), summer (c) and autumn (d). The fluxes are defined as positive in the
downward direction. Red shading indicates that the presence of cloud has a
net warming effect at the surface. Blue shading indicates that the presence of
cloud has a net cooling effect at the surface. The dashed lines show the
approximate edge of the Arctic basin. Symbols show latitudes where
increases (triangles) and decreases (crosses) in total cloud cover significant
at the 99% uncertainty level are found.
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Source: Screen & Simmonds (2010, Nature) !

Spring ! Summer !

Fall ! Winter !

The bottom-heavy !
warming pattern may 
support the idea that the 
major driving force is 
surface turbulent heat flux 
caused by increasing 
ocean heat storage and 
sea ice decline!



Approach: specify sea ice conditions to isolate the influence 
of sea ice on amplification!

Perlwitz et al. 2015! Blackport & Kushner 2016!

•  Simulations with specified sea ice (Screen et al. 2012, Kumar et al. 2010, Screen et al. 
2013, Perlwitz et al. 2015, Blackport & Kushner 2016…).!

•  They generally show a strong yet localized warming associated with sea ice removal.!

Modeling evidence of a local source!

Further question: What causes the sea ice to melt in the first place?!
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FIG. 4. Composite anomalies showing the thermodynamic perturbation associated with the passage of an

intrusion over points in the ice-covered Arctic Ocean during ONDJ (left column) and over the Barents Sea box

during DJ (right column). (a,b) Specific humidity; (c,d) temperature; (e,f) surface air temperature (red line)

and SIC (blue); (g,h) surface energy fluxes, defined positive downwards: net longwave radiation (solid red),

downward longwave radiation (dashed red), sensible heat (yellow) and latent heat (blue).
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FIG. 4. Composite anomalies showing the thermodynamic perturbation associated with the passage of an

intrusion over points in the ice-covered Arctic Ocean during ONDJ (left column) and over the Barents Sea box

during DJ (right column). (a,b) Specific humidity; (c,d) temperature; (e,f) surface air temperature (red line)

and SIC (blue); (g,h) surface energy fluxes, defined positive downwards: net longwave radiation (solid red),

downward longwave radiation (dashed red), sensible heat (yellow) and latent heat (blue).
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The bottom-heavy vertical structure is not necessarily 
caused by surface turbulent heat fluxes!

Composites of moisture 
intrusion events: again, 

the temperature anomaly 
shows a bottom-heavy 

vertical structure.!

Source: Woods & Caballero 2016!
Data: 1990-2012  ERAI October-January!

!
Similar findings by Park et al. (2015);!
Evaporation increases after the IR 

warming!

ice-covered 
Arctic Ocean !

Barents Sea!

SIC anomaly!

SIC anomaly!

2-m T anomaly!

2-m T anomaly!



The bottom-heavy vertical structure is not necessarily 
caused by surface turbulent heat fluxes!

Arctic temperature variability

Figure 4. Lagged composites of zonal-mean temperature for MJO phase 5 events at (a) 15◦N, (b) 45◦N, and (c) 75◦N. Solid
contours are positive, dashed contours negative, and the zero contours are omitted. Contour interval is 0.1 K. Positive (negative)
statistically significant (p < 0.05, for a two-sided Student t test) values are shaded in red (blue).

peak at the MJO time scale in the upper and middle
troposphere (Figure 3(a) and (d)), but such a peak
is absent in the lower troposphere and at the surface
(Figure 3(g) and (j)). This top heaviness in the tropics
contrasts the bottom heaviness in the Arctic.

A composite analysis provides additional evidence
for the top heaviness in the tropics and bottom heavi-
ness in the Arctic. Figure 4 shows lagged composites
of the zonal-mean temperature field for MJO phase 5
events (see Section on Data and Methods, where MJO
events are defined). Phase 5 is chosen because it was
shown to precede Arctic warming (Yoo et al ., 2011).
Consistent with Figure 3, Figure 4 reveals a promi-
nent 40-day oscillation in both the tropical/subtropical
upper troposphere and in the Arctic lower troposphere.

4. Discussion and conclusions

The results of this study have implications for the
mechanism that drives the recent interdecadal Arctic
warming. Screen and Simmonds (2010) argued that
since the warming is strongest near the surface, the
Arctic warming must be driven by local surface pro-
cesses, as opposed to remote processes such as pole-
ward heat and moisture fluxes from lower latitudes.
Further support for this viewpoint was provided by
Screen et al . (2012) who performed climate model
simulations with prescribed sea surface temperature
(SST) and sea ice concentration (SIC) boundary con-
ditions. In one set of model runs, the model was
forced with the globally observed SST and SIC. In
the second set of model runs, the observed SST and
SIC were confined to the Arctic, with climatologi-
cal values being applied elsewhere. They compared
the Arctic temperature trend in the latter model run
(as a measure of local forcing) with that computed
from the difference between the two model runs (as
a measure of remote forcing). A bottom-heavy Arctic
warming trend, as in the observations, was found only
in the first set of calculations, which suggests that the
majority of the Arctic warming trend arises from local
forcing. Although it is indeed possible that local pro-
cesses dominate the Arctic warming trend, since the

Arctic SST and SIC may be driven in part by poleward
heat and moisture fluxes (Yoo et al ., 2012a, 2012c),
it is also possible that the imposed Arctic SST and
SIC in the models used by Screen et al. (2012) may
reflect to some extent the impact of the trend in these
fluxes. Thus, as previous papers have shown a link
between intraseasonal tropical convection and decadal
Arctic and Antarctic SAT trends (Lee et al ., 2011; Yoo
et al ., 2011, 2012b), it is plausible that the interdecadal
bottom-heavy temperature trend seen in observations
may arise from intraseasonal processes such as the
MJO, and not necessarily from a local ice-albedo feed-
back. Furthermore, the impact of tropical convection
on the Arctic temperature also appears to occur at time
scales much longer than that of the MJO. For example,
as shown in Lee (2012), the more (less) localized trop-
ical SST field of La Nina (El Nino) is associated with
Arctic warming (cooling). In summary, our main point
is not that local forcing is unimportant, but that remote
forcing can also contribute to the bottom-heavy Arctic
warming.

Although we focused on the MJO in this work,
the fact that the influence of the MJO is substantial
enough to show up in the Arctic SAT power spectrum
suggests that non-MJO tropical convection may also
play a substantial role in regulating Arctic SAT (Lee
et al ., 2011). In fact, principal component analysis of
geopotential fields (Supporting Information Figure S1,
Appendix S1) shows that there is a pervasive linkage
between the Arctic SAT and the upper tropospheric
circulation outside of the Arctic. Such findings empha-
size the view that skillful model predictions of Arctic
climate change depend not only upon an accurate rep-
resentation of local processes confined to the Arctic
but also upon remote process such as tropical convec-
tion and the wave trains that link these two regions.

Supporting information

The following supporting information is available:

Figure S1. The leading EOF of intraseasonal surface air tem-
perature poleward of 20◦N (a), along with power spectrum of

© 2013 Royal Meteorological Society Atmos. Sci. Let. (2013)

The MJO is a remote source of Arctic variability, yet the surface 
temperature anomaly associated with the MJO shows a bottom-heavy 

vertical temperature structure.!
!

Source: Yoo et al. (2013)!
Data: ERAI (1979-2011) November-March!



to the period of greatest Arctic‐mean warming and maxi-
mum mean seasonal ice growth. When calculating October–
January means all months had to be present or the entire
season was considered missing.

3. Strong Arctic Surface Warming

[6] Arctic surface warming has been observed in all
months over the last twenty‐one years (Figure 1). Although
ubiquitous, the magnitude of the warming has differed
considerably from month to month. Averaged across the
circumpolar stations, the greatest warming has been
observed during the months October to January (all statis-
tically significant at the 95% level or better). Weaker
warming has occurred in spring and summer. We find a

similar annual cycle of Arctic surface warming trends in
ERA‐Interim (averaged north of 70°N) as seen in the station
data. Comparing the warming trends with the mean annual
cycle of sea ice cover reveals that warming is amplified
during the months of greatest sea ice growth. The ocean
rapidly losses heat to the atmosphere at this time of year
[Serreze et al., 2007b]. This provides impetus to examine
changes in oceanic heat loss as they may have enhanced
warming in late fall and early winter. The largest differences
between ERA‐Interim and observations occur in summer
(ERA‐Interim trends are smaller than those averaged at the
circumpolar stations). This may be understood by the fact
that the stations are on land whereas our Arctic domain
(north of 70°N) is predominantly ocean. As the following
discussions will highlight, the Arctic Ocean is efficient at
absorbing atmospheric heat during summer. The annual
cycle of warming trends shown here is consistent with those
in other reanalyses over the period 1979–2007 [Serreze
et al., 2009] and with the modeled response to projected
sea ice loss [Singarayer et al., 2006; Deser et al., 2010]. The
analyses presented hereafter focus on late fall/early winter
(October–January) mean trends when Arctic warming is
most pronounced.
[7] Figure 2a shows the spatial structure of Arctic surface

temperature trends from ERA‐Interim and station observa-
tions, which are in good agreement. The greatest warming
has occurred in the eastern Arctic basin. There is a pro-
nounced regional warming maximum in the northern
Barents and Kara Seas (75–85°N, 39–90°E). The Russian
station at Ostrov Vize (Vize Island) lies within this region
and has exhibited a linear temperature increase of 4.9°C per
decade since 1989. A secondary warming maximum is
found in the Chukchi Sea region (70–80°N, 170–200°E).

Figure 1. Annual cycle of surface temperature trends,
1989–2009. Trends (°C per decade) are shown by month
and are averaged from meteorological stations north of
70°N (solid line) and from ERA‐Interim averaged north of
70°N (dotted line). Asterisks show trends that are statisti-
cally significant at the 95% level or better. The gray bars
show the annual cycle of mean sea ice area (106 km2).

Figure 2. (a) Surface air temperature trends (°C per decade) during October–January, 1989–2009, from observations (col-
ored dots) and from ERA‐Interim (shading). Gray dots indicate insufficient data was available to calculate the trends. The
corresponding trends in ERA‐Interim for (b) sea ice concentration (% per decade), (c) surface turbulent heat fluxes (sensible
plus latent), (d) surface sensible heat flux, (e) surface latent heat flux, and (f) net surface longwave radiation. The heat flux
trends (Wm−2 per decade) are defined as positive in the upward direction.

SCREEN AND SIMMONDS: INCREASING ARCTIC OCEAN HEAT LOSS L16707L16707

2 of 5 Source: Screen & Simmonds (2011, GRL) !

Observational evidence of a local source: surface turbulent heat 
flux trend pattern matches the surface air temperature (SAT) & 

sea ice trend patterns!
1989-2009 October-January trend of!

SAT! SIC! Heat Flux! Positive: upward!
Negative: downward!

Net surface!
Infrared radiation (IR)!



Surface	Energy	Budget	Analysis	
Trend (Δ) of the Surface Energy Budget terms  (Lesins et al. 2012)!

 Expressing the upward infrared radiation (IR) as  -εσTs
4, the energy balance 

equation can be written as   !

ΔTs = (ΔId + ΔFsh + ΔC - ΔG)/(4εσTs
3) !

ΔG  =  ΔId  +  ΔIu  +  ΔFsh   +   ΔC !
Storage	

(very	small)	
downward	

	IR	
				upward	

	IR	
				surface	
turbulence	
	heat	fluxes		

				conducAon	
				through	ice	

Is the net IR the best variable to look at?!



October-December  1989-2009  trends !
 (ERA-Interim data) !

Skin temperature!
 trend due to trend !

in downward IR !

ΔTs         ΔId /(4εσTs
3)  + ΔFsh /(4εσTs

3) !

Skin temperature!
 trend due to trend !
in surface heat flux!

Using the same ERAI data as Screen & Simmonds (2010), a very different conclusion can 
be drawn by analyzing the surface energy budget : !

Downward IR trend is the dominant contributor !
Downward IR trend pattern has an e-folding time scale of ~10 days (Park et al. 2015; Gong et al. 2017)!

!



Research on remote influence!
!

•  Warm, moist air intrusion à downward IR 
(Doyle et al. 2011 & ~ 10 others)!

•  More intense and/or frequent intra-
seasonal moisture intrusion events can 
contribute to long-term Arctic 
amplification (Doyle et al. 2011 & ~ 10 
others)!

•  Moisture flux trend is mostly due to 
circulation change, and not due to 
moisture increase (Gong et al. 2017)!

•  Some papers in the above group also 
showed that a La-Nina-like tropical 
convection pattern plays a role (Lee et al. 
2011 & ~8 others) through 
teleconnections (Rossby wave train)!

Intra-seasonal  ! Multi-decadal!
•  Equilibrium model run with an observed 

tropical SST anomaly generates warming in 
the Arctic (Ding et al. 2014). !

•  Local SST anomaly àTeleconnection is 
shown, but it’s unclear what warms the Arctic 
surface!

Climate change!

•  Theory & modeling: As climate warms, upper 
tropospheric equator-to-pole temperature 
gradient increases à enhanced poleward 
heat flux in the upper troposphere à 
increased downward IR (Cai 2005….)!

•  Enhanced moisture à enhanced poleward 
latent heat flux (Langen & Alexeev 2007)!



Nonlinearity between local & remote processes!
An example: remote processes during the preceding spring & !

winter could initiate/promote local feedback!

•  September Arctic sea-
ice minimum 
predicted by spring 
melt-pond fraction; 
this is explained by a 
positive feedback 
mechanism: more 
ponds reduce the 
albedo à a lower 
albedo causes more 
melting à more 
melting increases 
pond fraction  
(Schröder et al. 2014)!

Local process!

•  Melt onset is 
preceded by 
springtime free-
tropospheric 
warming associated 
with atmospheric 
synoptic events & 
downward IR 
(Persson 2012; 
Kapsch et al. 2013)!

Spring remote 
process!

Winter remote 
process!

•  Winter downward IR 
influences summer sea 
ice (Liu and Key 2014; 
Lee 2014; Park et al. 
2015)!

wind-driven ice drift on the redistribution of sea ice
thickness can be explicitly evaluated.

a. DLW and sea ice thickness

Consistent with observation and reanalysis data
(Fig. 3), CM3 outputs indicate that the years of anom-
alously low JJA sea ice area are preceded by anoma-
lously strong DLW over the Eurasian sector of the
Arctic Ocean (Figs. 7a and 7b). The spatial pattern and
the magnitude of simulated DLW anomalies in the

winter and spring are in agreement with the reanalysis.
Specifically, the DLW anomalies are strongest in the
winter, up to 10–12Wm22, and the spring DLW anoma-
lies are about 50%–60% of the winter DLW anomalies.
The seasonal evolution of sea ice concentration anomalies
is also similar to the observation. The anomalously low
sea ice concentration over the Barents–Kara Seas in the
winter is followed by the substantial decrease in sea ice
concentration over the Laptev and East Siberian Seas.
To estimate the sea ice thickness changes during these

years, the sea ice thickness change anomaly, (dh/dt)0, a
deviation from the climatological-mean thickness change
rate, is calculated and integrated over the period of
3 months: Dh0 5 (dh/dt)0Dt. The resulting Dh0 indicates
that the sea ice thickness decreases over the Laptev and
East Siberian Seas by about 10 cm (Fig. 7c), which is
comparable to the estimated sea ice thickness changes
based on reanalysis (Fig. 4). This result supports the main
finding described in the previous section that anomalously
strong DLW in the winter can decrease sea ice thickness
without substantially changing sea ice concentration.
A surprising finding is that for the selected years, the

winter sea ice thickness change is comparable to that of
the spring and early summer (Fig. 7). In the Barents–Kara
Seas, the greatest thinning occurs during the winter. The
spring DLW anomalies are about 50%–60% of the winter
DLW anomalies, but net sea ice thickness change is
comparable to that of the winter, probably because of the
shortwave radiation that is absent during the winter. It has
been documented that the spring DLW anomalies can
have a critical impact on the summer sea ice minimum
(Kapsch et al. 2013). Our analysis suggests that the winter
DLW anomaly is another influential factor for summer
sea ice, especially over the Eurasian sector. In particular,
both the reanalysis and CM3 indicate that the winter
DLW anomaly covers much wider areas of Arctic Ocean
than the spring DLW anomaly, possibly because of the
relatively strong atmospheric circulation in the winter.
In the summer, the thinning is accelerated (Dh0 , 0)

over the Laptev and East Siberian Seas (red colors in the
third column of Fig. 7c). However, there is no apparent
longwave radiative forcing over these regions. There-
fore, it is probable that shortwave radiation plays an
important role for the thinning of sea ice. Over the
Barents–Kara Seas, however, Dh0 is positive (blue colors
in the right column of Fig. 7c) even though the sea ice
concentration in the same region is anomalously low.
This CM3 model solution is difficult to explain and re-
quires further investigation.

b. Wind-induced sea ice drift

Sea ice drift associated with surface winds and
upper-ocean currents is an important factor that

FIG. 6. The interannual correlation between the anomalous
winter (DJF) downward longwave radiation at the surface (ab-
scissa; averaged between 708–908N and 08–1808E) and the anoma-
lous (a) spring (MAM) and (b) summer (JJA) sea ice area
(ordinate; averaged between 708–908N and 08–1808E). Corre-
sponding correlation coefficient (r) is indicated in each panel. The
absolute value of the correlation coefficient, jrj, greater than 0.42, is
statistically significant (p , 0.05).
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Energy balance techniques to attribute 
amplification to different components!

Hwang et al 2013 !

Sejas et al. 2014!

•  Use energy balance arguments to determine which 
component dominates the Arctic energy balance. Some 
use simple 1-D energy balance models (Hwang et al 
2013) and some use complex multidimensional 
techniques (Taylor et al. 2013).!

•  These analyses have been applied to the CMIP5 and are 
therefore portable methods (Hwang et al 2013, Pithan and 
Mauritian 2014). !

•  These methods tend to emphasize the role of local 
mechanisms like the albedo, CO2 and water vapor. !

Advantage: quantitative analysis!
!
Limitation: This method determins which terms in the 
budget have undergone the largest change in the context 
of a linear approximation. Therefore, the method is !
1. unable to identify nonlinear interactions; !
2. difficult to identify causality!



Concluding	Remarks	
•  Arctic amplification is greatest during the winter & spring!

•  Surface energy budget analysis shows that the net surface IR trend is very small  
(1989-2009): Because the storage is very small, to balance the energy budget, the surface 
heat fluxes must also be small.  This means that surface warming (which causes upward IR 
change) is mostly caused by downward IR. !

•  At least so far, for the cold season, remote atmospheric circulation appears to have played a 
major role; ocean circulation could also play a role, but direct evidence seems to be lacking 
(long-term average approach makes it difficult to establish cause & effect)!

•  As more sea ice melts, local processes (albedo, local evaporation, convection, surface heat 
fluxes) are expected to become increasingly important.!

•  Remote – local processes are intertwined nonlinearly; unlike the traditional view, at least so 
far, cold season processes seem to have a bigger impact on summer rather than the other 
way around; this may change in the future!

•  Interpretation: the effect of the climate change may be manifested by fast (intraseasonal) 
atmospheric circulation processes; do models represent relevant fast processes correctly? 
Deviation from multi-model mean is not necessarily due to internal variability.!



Extra slides from here!



Mechanism denial methods to determine 
which feedbacks influences amplification!

•  Use either comprehensive or simplified 
models where some feedback mechanisms 
are denied.!

•  Examples of mechanisms are albedo 
feedbacks (Hall 2004, Alexeev et al. 2005, 
Graversen and Wang, 2009, …), radiative 
feedbacks (Langen et al. 2012, …), cloud 
feedbacks (Vavrus 2004, …), lapse rate 
feedback (Graversen et al. 2014).!

•  These approaches generally show a large 
local impact from these feedbacks on Arctic 
amplification. !

Graversen et al. 2014!



Observation-based evidences of remote influence !
1986-2013 minus 1958-1985 (JRA-55)!

(June-July-August, JJA), the main exceptions being decreases in land areas in western Siberia and in parts
of the Kara and Barents Seas. Evaporation has increased in the same sea areas. Hence, the decrease in
precipitable water can only be due to a decrease in moisture transport to these sea areas. Increases in
precipitable water dominate also in winter (December-January-February, DJF), but the air column has
become drier in the Labrador Sea, northeastern Canada, and eastern Siberia and surrounding seas
(Figure 3). The seasonal and regional changes are, however, sensitive to the time period studied and
reanalysis applied.

Figure 3. Epoch differences between 1986–2013 and 1958–1985 for precipitable water, precipitation, and evaporation on the basis of JRA-55 reanalysis for annual
means, winter (DJF), and summer (JJA). The green lines indicate the boundaries of the Arctic river catchment.
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Source: Vihma et al. (2015, JGR) !

Decreased!
evaporation !

Precipitable !
water increased!
over the most !

Arctic!



Baggett et al. (2016, JAS)!

Composite skew T of moisture
 
intrusions into the Arctic during PSW life cycle 

events!
           Solid lines: temperature     dashed lines: dewpoint temperature!

!



Baggett et al. (2016, JAS, in press)!



CMIP5 Atmospheric models produce El-Niño-like 
bias!

Ma et al. 2014, J. Climate!
mm/day!



But strong stationary wave events tend to occur when warm pool convection is 
enhanced, and Arctic warming is stronger when both stationary eddies & warm pool 

convection are anomalously strong!
!

!
histogram of the daily stationary wave index !

!Stationary waves can intensify with suppressed warm pool convection; !
Arctic warming can occur with suppressed warm pool convection:!

between lag days 0 and 110. Here, the red fill corre-
sponds to a warm Arctic, the green corresponds to a
neutral Arctic, and the blue corresponds to a cool Arc-
tic. A version of the histogram based on the fraction of
days in each SWI bin is shown in the bottom of the figure
and is presented to more easily see the relationship be-
tween the SWI, suppressed convection, and cool Arctic
temperatures.
Several relationships between the stationary wave

interference, warm pool convection, and theArctic SAT
can be seen in Fig. 12. For example, we see that positive
SWI values are associated with a greater frequency of
enhanced warm pool convection, and vice versa for
negative SWI values. A warm Arctic is also observed
more frequently during times of positive SWI values,
with a cool Arctic occurring more often during periods
when the SWI is negative. Additionally, the association
between the SWI and the Arctic SAT appears strongest
when the warm pool convection signal is of the expected
sign. That is, for a given SWI bin, the frequency of
warm Arctic cases tends to be greater when warm pool
convection is enhanced than when it is neutral or

suppressed. Likewise, for a given SWI bin, the frequency
of cold Arctic cases tends to be greater when warm pool
convection is suppressed than when it is neutral or en-
hanced. However, since the associations found in this
study between warm pool convection, stationary wave
interference, and Arctic temperatures are occasion-
ally reversed, other physical mechanisms may also
play a role. For example, interference may occasion-
ally be driven by variability in the midlatitudes alone
rather than having a source in warm pool convective
forcing. Likewise, Arctic temperature anomalies may
be the result of other processes, such as surface heat
exchanges driven by anomalous sea ice, or meridional
flow anomalies in quadrature with the climatological
stationary wave.
Two additional versions of Fig. 12 are also produced

using the Barents and Kara Sea ice index at lag days245
to235 and the 10-hPa zonal wind index at lag days210
to 0 instead of using the OLR index at lag days210 to 0.
We calculate these plots in order to test the possibility
that preconditioning from sea ice or the stratospheric
polar vortexmay affect the impact of interference on the
Arctic SAT. The results are not shown here, but we find
that the frequency of high (low) sea ice concentration
anomalies in the Barents and Kara Seas is increased
prior to 1SWI (2SWI) days, consistent with the sign of
the sea ice anomalies seen at negative lags in Fig. 7.
Likewise, the frequency of strong (weak) stratospheric
polar vortex anomalies is increased prior to 1SWI
(2SWI) days, consistent with the sign of 10-hPa zonal
wind anomalies seen at negative lags in Fig. 7. The dis-
tribution of Arctic temperatures within a given SWI bin
tends to be relatively insensitive to high, neutral, and
low sea ice and likewise to high, neutral, and low
polar vortex strength. This result suggests that, while
the1SWI (2SWI) tends to be preceded by high (low)
sea ice in the Barents and Kara Seas at long negative
lags and by a stronger (weaker) than normal strato-
spheric polar vortex and shorter negative lags, indicating
that preconditioning of stationary wave interference
by these variables is a possibility, this potential pre-
conditioning does not substantially affect the SAT
response to interference.
To further investigate the link between warm pool

convection, the stationary wave, and Arctic tempera-
tures, we impose an additional condition on the com-
posite calculation. Specifically, for both the constructive
(SWI . 1.0) and destructive (SWI , 21.0) cases, we
subdivide the composites into three categories based on
the mean lag 210 to 0 day OLR index being either less
than20.5 (enhanced convection), between20.5 and 0.5
(neutral convection), or greater than 0.5 (suppressed
convection). In other words, we calculate composites

FIG. 12. (a) Histogram of the DJF SWI. SWI bins are 0.5 wide
each, with a lower bound of 24.25 and an upper bound of 12.25.
For each SWI bin, the outer vertical bar colors correspond to the
three different lag 210 to 0 day warm pool OLR index bins.
Anomalously strong warm pool convection (OLR index,20.5) is
marked by a green outer bar, neutral warm pool convection (20.5,
OLR index, 0.5) by a black outer bar, and anomalously weakwarm
pool convection (OLR index . 0.5) by a gold outer bar. Also, for
each SWI bin, the inner colors correspond to three different lag
0 to 110 day Arctic SAT index bins. An anomalously warm Arctic
(Arctic SAT index . 0.5) is marked by a red inner bar, a neutral
Arctic (20.5 , Arctic SAT index , 0.5) by a pale green inner bar,
and an anomalously cool Arctic (0.5,Arctic SAT index) by a blue
inner bar. (b) As in (a), but with bins plotted in reversed order and
normalized by the amount of days in each SWI bin.
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Stationary wave index!(Goss et al. 2016)!



ContribuAon	from	Xn	to		
the	winter	sea	ice	trend		

linear	regression		
between	f	and	Xn	

linear	trend	of		
each	of	the	4	variables	

X1:	
Autumnal		
Sea-ice		

ConcentraAon		

X2:	
Sea	surface		
Temperature	

X3:	
Sea	surface		
MoAon		

	

X4:	
Downward		
Infrared	(IR)	
RadiaAon		

	

1979-2012	winter	sea-ice	decline	(Park	et	al.	2015a,	J.	Climate)	

(∂f/∂Xn)(dXn/dt)	 (∂f/∂Xn)	 (dXn/dt)	f:	winter	
sea-ice	
concent-
raAon	

Method:		f	≈	f(X1,	X2,	X3,	X4)		à			df/dt	≈∑	(∂f/∂Xn)(dXn/dt)	



H.-S.	Park	et	al.		(2015b,	J.	Climate)	

poleward	moisture	flux	à	downward	IR	à	and	sea-ice	concentraAon	
tim

e!

Time-lagged	composites	based	on	downward	IR	events	during	DJF	(1979-2012)	

Intraseasonal !
Timescale !

Atmospheric !
Circulation can !

Melt sea ice !
Even during !

The dark winter!



MJO phase 1!
300-hPa stream function (contours) & surface air temperature (colors)!

MJO phase 5!

Testing the tropically excited Arctic warming mechanism (TEAM) using MJO!
Initial-value calculations with a dynamical core: response to MJO-like heating!

Yoo, Lee, Feldstein (2012, JAS)!

Zonally 
localized 
tropical !
heating 

produces 
high-latitude 

warming!



Park	et	al.	2015a,	J.	Climate!

1979–2011	DJF	sea-ice-concentraAon	(SIC)	trend	
Data	source:	NaAonal	Snow	and	Ice	Data	Center	(NSIDC)	



Poleward eddy heat flux & heat flux convergence !
!

heat flux convergence into the Arctic is carried out mostly by 
planetary-scale (k = 1-3) waves!

(ERA-Interim, 1979-2012  DJFM climatology)!

Baggett et al. (2016)!



Intraseasonal	Ame-scale	moisture	flux	is	a	significant	contributor	to	
	 		 	 		the	downward	IR	trend		

condensational 
heating !

caused by 
moisture flux !
convergence!

Downward IR trend index time series: e-folding timescale is ~ 10 days !
IRindex(t) = (∑i,jIR(x,t) IRtrend(x) cos θ)/(∑i,j IRtrend(x)2cos θ) !

IR(x,t) = IRindex(t)IRtrend(x) + residual!(from Feldstein 2003)!

Lee, Gong, Feldstein (in prep)!

              Regression of L*moisture flux convergence & downward IR  against 
IRindex     !





Figure 10. Spatial distributions of the LW CRE decomposition terms for (a) ACCESS1.0, (b) ACCESS1.3, and (c) CCSM4.
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biases in summer cancel out and improve the Arctic average July bias (Figure 3b). Since LW CRE is determined
by these two fluxes (equation (1)), the LW CRE biases (Figures 4e and 4f) can be attributed to either RLDS or
RLDSCS using the information in Figure 4. A positive bias in LW CRE (models simulate more longwave cloud
forcing than observed) will exist in one of two ways; either model RLDSCS is too small (such as in January in
the Norwegian, Laptev, and Kara Seas or July over the Barents Sea), or model RLDS is too large (such as in July
over the Beaufort and Chukchi Seas). A negative LW CRE bias is present when either RLDSCS is too large
(January over Greenland) or RLDS is too small (e.g., in January over the central Arctic Ocean). A similar bias
in both RLDS and RLDSCS will lead to a LW CRE that has very little difference with observations (such as over
Greenland in July; overestimates in both RLDS and RLDSCS approaching 40Wm!2 cancel, leaving a LW CRE
biased low by less than 5Wm!2).

Large intermodel spread is found in the RSDS and RSDSCS seasonal cycles especially during June, July, and
August (Figures 3c and 3d). The spatial characteristics of the June, July, and August RSDS and RSDSCS differ-
ences closely resemble the annual mean spatial pattern (Figure 2). In summer, the ensemble mean is biased
low over the Arctic Ocean, but this difference is offset in the domain average by the large bias over land and
the North Atlantic. Larger differences between the models and CERES are found in RSDS as compared to
RSDSCS, suggesting that summer time cloud differences have a large influence on the across-model RSDS
seasonal-cycle differences.

A larger spread is found in RSUS and RSUSCS than in the RSDS or RSDSCS indicating that the model dis-
agreement in SW CRE is influenced by differences in surface albedo. Evident from Figure 5b, the spread
in domain-wide monthly mean surface albedo across models is ~0.2 for all sunlit months and the spatial
variability across models is even larger. Figure 6 illustrates the spatial variability of the differences between
the ensemble average and CERES observed surface albedo computed using equation (4). Biases are largest
in spring and fall when sea ice begins melting or refreezing. In April and May, an underestimation of CERES
SFC-EBAF surface albedo occurs over land approaching !0.4, while the models overestimate albedo in the
North Atlantic by up to 0.35. As autumn approaches, a negative bias is most prominent over the Central
Arctic with local positive biases present around the coast of Greenland and the Canadian Archipelago.
The model surface albedo is influenced by a combination of many factors, namely, (1) differences in model
sea ice distribution (including extent and thickness), (2) snow depth on ice, (3) sea ice albedo parameteriza-
tion [Karlsson and Svensson, 2013], (4) different surface types, such as land with or without snow, or sea ice
with or without melt ponds [English et al., 2015], and (5) surface temperature, particularly during melting or
freezing, when a small perturbation in surface temperature strongly impacts the physical properties of ice
[Koenigk et al., 2014].

Figure 5. Arctic domain average—latitude> 66°N—seasonal cycle of (a) cloud fraction and (b) surface albedo from obser-
vations and CMIP5 models. Cloud fraction annual cycle is from the C3M data set using active remote sensing. Albedo
annual cycle is from CERES SFC-EBAF. The grey shaded region is the 90% confidence interval for the difference in means
between the models and CERES.
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Evaluation of the Arctic surface radiation budget
in CMIP5 models
Robyn C. Boeke1 and Patrick C. Taylor2

1Science Systems Applications Inc., Hampton, Virginia, USA, 2Climate Science Branch, NASA Langley Research Center,
Hampton, Virginia, USA

Abstract The Arctic region is warming at a rate more than double the global average, a trend predicted to
continue by all Coupled Model Intercomparison Project 5 (CMIP5) climate models. Despite this consistency,
significant intermodel spread exists in the simulated Arctic climate related to differences in the Arctic surface
radiation budget. Building upon previous work to characterize and understand surface radiation budget
biases in climate models, the annual mean and seasonal cycle of the Arctic surface radiation budget in 17
CMIP5 models using the Historical-forcing scenario is evaluated against state-of-the-art Cloud and Earth’s
Radiant Energy System Surface Energy Balanced and Filled data. The CMIP5 multimodel ensemble is found to
simulate longwave surface fluxes well during the sunlit months (~1Wm!2 differences in July) but exhibits
significant wintertime biases (up to !19Wm!2). Shortwave fluxes show substantial across-model spread
during summer; the model standard deviation approaches 20Wm!2 in July. Applying a decomposition
analysis to the cloud radiative effect (CRE) seasonal cycles, an unrealistic compensation is uncovered between
the model-simulated seasonal cycles of cloud fraction, all-sky/clear-sky flux differences, and surface albedo
that enables models to simulate realistic CRE seasonal cycles with unrealistic individual contributions. This
unrealistic behavior in models must be constrained to improve Arctic climate simulation; observational
uncertainty is sufficient to do so. Lastly, biases in all and clear-sky longwave downwelling fluxes positively
correlate with model surface temperature in winter, while in summer surface temperature is most strongly
related to clear-sky upwelling radiation biases from surface albedo errors.

1. Introduction

Arctic surface temperature is increasing at a rate outpacing globally averaged warming by 2–3 times over the
last 50 years [Chylek et al., 2009; ACIA, 2005]. Amplified warming of the Arctic surface—referred to as Arctic
amplification—is a robust climate system response to an external forcing [e.g., Manabe and Wetherald,
1975; Hansen et al., 1984; Rind, 1987; Cai and Tung, 2012; Taylor et al., 2013; Sejas et al., 2014]. Despite the robust
nature of Arctic amplification in Coupled Model Intercomparison Project (CMIP) CMIP3 [Intergovernmental
Panel on Climate Change (IPCC), 2007] and CMIP5 climate models [IPCC, 2013], the largest intermodel spread
in surface temperature warming is found in the Arctic [e.g., Holland and Bitz, 2003; Pithan and Mauritsen,
2014]. The magnitude of Arctic surface temperature warming has significant implications for the projected
changes in other features of the Arctic climate system including sea ice extent, land ice sheet mass, and
clouds [IPCC, 2013]. Reducing the intermodel spread in Arctic surface temperature change is imperative
not just to improve Arctic climate projections but also for projections in the global climate system.

Amplified warming of the Arctic surface is attributed to a number of radiative and nonradiative feedback pro-
cesses. These processes include surface albedo feedback [e.g., Manabe and Wetherald, 1975; Hall, 2004],
atmospheric and ocean dynamical transport feedbacks [e.g., Holland and Bitz, 2003; Cai, 2005; Cai, 2006;
Graversen and Wang, 2009; Bitz et al., 2012; Langen et al., 2012], and cloud feedbacks [e.g., Holland and Bitz,
2003; Vavrus, 2004; Lu and Cai, 2009; Taylor et al., 2011a, 2011b; Taylor et al., 2013]. Each process affects the
Arctic surface temperature through perturbations to the Arctic surface radiation budget. Therefore, evaluat-
ing and understanding the physical causes of biases within the simulated Arctic surface radiation budget is
important for constraining climate model projections.

The present-day observed and model-simulated Arctic radiation budget has been previously examined
[Kay and L’ecuyer, 2013; Karlsson and Svensson, 2010; English et al., 2015]. Kay and L’ecuyer [2013] constructed
an 11 year cloud and radiation climatology using CloudSat, Cloud-Aerosol Lidar and Infrared Pathfinder
Satellite Observation (CALIPSO), Moderate Resolution Imaging Spectrometer (MODIS), and Clouds and
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Key Points:
• Significant regional variations are
found in Arctic surface radiation
biases

• Unrealistic compensation contributes
to realistic simulation of seasonal cycle

• Surface radiation biases influence
regional surface temperature biases
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