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How are these dynamics represented in a global ocean model at 1/12o resolution?

We use a coupled simulation performed at the Met Office, with the Global Coupled model version 3 (GC3; Williams et al.,
2017). It includes the 1/12�NEMO ocean model ORCA12, the sea ice model CICE, the MetUM atmosphere at 25 km resolution
and the JULES land model (Hewitt et al., 2016). The coupled simulation is multidecadal. The forced simulation uses the same
ocean-ice model and the CORE forcing (Griffies et al., 2016), for the years 1976 to 1995.
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Conclusions
§ The global 1/12o coupled and forced models exhibit the same biases in eddy-kinetic energy in the

Nordic seas. The low eddy kinetic energy in the center of the Norwegian Sea is a bias shared by
other ocean-only models at 4km resolution.

§ The lack of lateral transport of heat into the interior may be the cause of the excessive
temperature in the West Spitsbergen current, south and west of Svalbard.

§ Sea ice area is overestimated in the Greenland sea, in the coupled and forced models.

The Sea Surface Temperature
(SST) in the interior of the
Norwegian sea is too cold in
the models compared with
the observations (Fig. 4). On
the other hand, the tempera-
ture of the Atlantic current
along Svalbard is too high in
the models. This is consistent
with an underestimated late-
ral eddy mixing between the
boundary current and the
interior.

Despite their different atmos-
pheric forcings, the two ocean
simulations behave similarly.

The ice concentrations averaged over 9 years in the forced and coupled models are very
similar (Fig. 5). In both models the marginal sea ice zone (MIZ, outlined by the white
contours) covers a larger area than in the observations (red contours). In March, the sea
ice often forms a tongue extending into the center of the Greenland sea, called the
Odden. The Odden is more frequent and more pronounced in the model than in the
observations, hence a larger sea ice concentration in the multi-year average. This
probably results from a misrepresentation of processes in the ocean or ice model,
rather than from the atmospheric forcing. Although its amplitude is too strong in the
models, the seasonal cycle of ice area (Fig. 6) is in phase with observations. Both forced
and coupled model exhibit a strong interannual variability.

Figure 1 : Map of the Nordic Seas, with
the circulation of Atlantic water (red) and
Arctic water (blue) indicated (Isachsen et
al, 2014).

Figure 5 : time-mean ice concentration. White lines: 0.15 and 0.85
contours in the models; red: same contours in NSIDC data, for the
same years ar the forced model. Year numbers for the coupled model
are arbitrary.

Figure 6 : Time series of ice cover in the
Nordic seas (Greenland to 15oW, 64oN to
82oN) for observations and models. Year
numbers for the coupled model are arbitrary.

Due to the inflow of warm Atlantic water, the Nordic seas are a sink of
heat for the ocean. In the models (Fig. 7a and 7b), the heat flux out of
the ocean displays a high spatial variability with a large heat loss
northwest of Svalbard, in the marginal sea ice zone (cooling > 400 W/m2).
The pattern of cooling is similar in the forced and in the coupled model.
The spatial pattern is different from the atmospheric flux derived from
reanalyses. Fig 7c shows that the ocean heat loss is much lower in ERA
Interim (less than 150W/m2 of cooling everywhere in the interannual
average).

Figure 7 : Time-mean surface heat flux,
negative out of the ocean (colorscale
saturated at -350 W/m2, and red contours
every 100W/m2). The marginal sea ice zone
is outlined in white (concentration 0.85 and
0.15). a: forced model total ocean heat flux.
b: same for the coupled simulation. c:
averaged surface heat flux from the
reanalysis ERA Interim, with NSIDC ice
concentration. d) and e): same as a) and b)
but for the ocean-atmosphere flux only
(ocean-ice flux removed).

The Nordic Seas are a region of deep water formation, a major
control of the Atlantic Meridional Overturning Circulation and thus
very important for climate scenarios. In the west, the Greenland
Sea is partially covered with sea ice, advected from the Arctic
ocean or formed locally. In the east, the Norwegian sea is much
warmer, due to the inflow of Atlantic Water from the North
Atlantic subpolar gyre. The warm Atlantic water exhibits complex
dynamics, notably interactions with topography and eddy mixing.

Eddy kinetic energy in the Norwegian Sea

Lofoten basins. The result is that the interior Lofoten basin is
about 1!C colder in the model than with the other products.
[17] The RMS perturbation velocities are shown in

Figure 4. All three data sets show enhanced variability along
the main path of the Atlantic Water. However while the
drifter and model exhibit roughly comparable energy levels,
the altimeter-derived field is notably weaker. The most
pronounced spatial differences are seen in the Lofoten Basin.
Here the drifters exhibit high energy levels across the basin,
with maxima close to the eastern slope and in the deep
central basin around 3!E, 70!N. The altimeter field suggests
elevated variability in these same locations, but with a
weaker amplitude. The model on the other hand, while also
showing a modest enhancement of energy levels in the deep
basin, has the highest variability over the slope.
[18] In this case, each product has a shortcoming at play.

The coarse spatial resolution and smoothing in the satellite
product results in weaker variability. But the spatial struc-
ture of the variance nevertheless resembles that of the
drifters. The latter has higher velocities, as essentially all
subinertial frequencies are resolved by individual drifters,
but the spatial and temporal coverage is irregular. The
model variance is comparably high, but it is overly con-
fined to the slope. This suggests excessive topographic
control in the model; the eddies aren’t penetrating offshore
as freely as they should.
[19] The RMS temperatures are shown in Figure 5. In all

three cases the variability is on the order of a degree. The
variability is enhanced in the Norwegian Basin and close to
the Norwegian coast, while it is weak over the Voering
Plateau (around 4!E, 67!N) and over the shelf to the

southeast. The drifters and satellite agree moreover that rms
levels are relatively low in the Lofoten Basin. The model, in
contrast, shows relatively high variability in this basin. But
the greatest temperature variability in the model occurs
along the path of the outer branch of the NwAC (Figure 3).

Figure 3. Winter mean surface temperature from (a) drif-
ters, (b) satellite observations and (c) the model. The color
scale is the same for all three figures. Also shown are paths
following the temperature maximum and used for integra-
tions done in section 3.3.

Figure 4. RMS of velocity perturbations (the square root of
EKE) from (a) drifters, (b) altimeter observations and (c) the
model. The color scale is the same for all three figures.

Figure 5. RMS of temperature perturbations from (a) drif-
ters, (b) satellite observations and (c) the model. The color
scale is the same for all three figures.
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Eddies generated along the warm Norwegian Atlantic Current cool the current by fluxing heat
laterally into the interior. The eddy cooling is comparable to the surface heat loss to the
atmosphere (Isachsen et al, 2012). These authors compared a forced ROMS simulation at 4km
resolution with the rms velocity from surface drifters. The drifters clearly reveal the penetration
of eddies into the interior.

Figure 2 : a) rms velocity from surface
drifters; b) rms velocity from a simulation
with ROMS (from Isachsen et al, 2012,
fig 4).

Their model has a level of eddy energy similar to
observations in the Norwegian Atlantic current but
underestimates the eddy activity in the interior,
perhaps due to an excessive topographic control
(Isachsen et al 2012). The same result was found by
Wekerle et al (2016) using the FESOM finite element
model at a similar resolution (4.5km).

RMS velocities from the global drifter database (Fig. 3a) are compared with the rms surface velocity in the forced ocean model
(Fig. 3b) and in the coupled run (Fig. 3c). Eddy activity patterns are very similar, although the rms velocity is larger in the coupled
model. Eddy activity is strong in the boundary current but too weak in the interior, consistent with the ROMS and FESOM models
at similar resolution.

Figure 3a: rms velocity, drifters Figure 3c : rms velocity, coupled
model

Figure 3b: rms velocity, forced
model

Figure 4a : Observed SST
(Reynolds) averaged over years
1986 to 1994

Figure 4b : Difference between the SST
in the forced ocean model (1986 to
1994 average) and Reynolds SST.

Figure 4c : Difference between the
SST in the coupled ocean model
(average over 10 years) and Reynolds
SST.

The net heat flux experienced by the ocean is the sum of the ocean-
atmosphere flux and the ice-ocean flux. Could the strong cooling in the
model be due to the ice-ocean flux? Indeed, the maximum heat loss near
Svalbard and the band of heat loss along the path of the East Greenland
current are partly due to melting of ice advected by the ocean currents,
probably mostly coming through Fram strait.
The ocean-atmosphere flux, computed without the ocean-ice flux, is
shown in Fig 7d and 7e. It is still larger than ERA Interim but more
comparable. The forced model loses more heat than the coupled model
even though its SST anomaly is lower than the coupled model (Fig. 4).
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§ Overall, the quality of the ORCA12 coupled simulation
is remarquable (Hewitt et al, 2016). Nevertheless,
common biases in forced and coupled simulations
suggest that progress in simulating ocean-topography
interactions, ocean dynamics and sea ice dynamics
could improve future climate scenarios at high
resolution.
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