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eral sites with the largest model–data deviations are located
near the border of the prescribed Laurentide and Fennoscan-
dinavian ice sheets. These deviations might simply be caused
by the rather coarse model resolution of 3.8� ⇥ 3.8�, which
cannot resolve small-scale temperature changes close to the
prescribed glacier area in sufficient detail.
Simulated LGM precipitation changes (Fig. 7c) show a

drying of large parts of Siberia and North America, and
smaller parts of South America, Africa, and East Asia. A
wetting is found for the region of California, western Eu-
rope, the Brazilian highlands, South Africa, and most parts
of Australia. Especially the regions of a wetter LGM cli-
mate strongly deviate from older PMIP2 simulations (Bra-
connot et al., 2007), but are in good overall agreement with
the latest CMIP5 LGM experiments (Harrison et al., 2014).
A comparison of the simulation results with the precipi-
tation reconstruction by Bartlein et al. (2011) reveals less
agreement between simulated and reconstructed precipita-
tion (Fig. 7c, d). In agreement with the reconstructions, the
model simulates a drying over vast parts of northern Eura-
sia and Siberia, as well as a dipole pattern of wetter (dryer)
conditions south of the margin of the Laurentide ice sheet in
western (eastern) North America. However, the model fails
to simulate a drying of western and central Europe during
the LGM, as indicated by fossil plant data. Overall, the am-
plitude of modelled changes in the hydrological cycle (�460
to +270mmyear�1) is weaker than the range of the recon-
structed changes (�1240 to +720mmyear�1), and the gen-
eral underestimation of LGM dryness is in line with model
results from the PMIP2 and CMIP5/PMIP3 projects (Harri-
son et al., 2014).

4.2.2 LGM changes in �18O in precipitation

Previous studies have already shown that the colder climate
of the LGM leads to generally more depleted �18Op values
in precipitation (Lee et al., 2008; Risi et al., 2010a). This de-
pletion is a direct consequence of the changed (temperature-
dependent) fractionation strength during both evaporation
and condensation processes. Over glacier-free land sur-
faces, we calculate a precipitation-weighted mean decrease
in �18Op in precipitation by �0.24‰. For tropical and sub-
tropical regions in Central and South America, Africa, Aus-
tralia, and parts of Asia, our simulation reveals almost no
LGM-PI changes in �18Op in precipitation (Fig. 8a). Glacial
changes of down to �3‰ occur in precipitation over the
southern parts of South America and Africa, the Tibetan
Plateau, as well as over major parts of Siberia, North Amer-
ica, and Alaska. The strongest simulated LGM-PI changes in
�18Op in precipitation (down to �12‰) are found over the
glacier areas of both the Northern Hemisphere and South-
ern Hemisphere. We restrict a first quantitative evaluation of
the simulated LGM-PI �18Op anomalies in precipitation to
the chosen data of 21 ice cores (Table 1) and 8 speleothem
records (Table 2). Our data set is partly identical to the one

Figure 8. (a) Background pattern: simulated global pattern of an-
nual mean �18Op changes in precipitation between the LGM and PI
climate. Reconstructed �18Op in precipitation changes in ice cores
(Table 1) and �18Oc in calcite of speleothems (Table 2) are shown as
coloured symbols. (b) Comparison of reconstructed �18O changes
shown in panel (a) vs. the simulated LGM-PI �18O changes at the
same locations. Reconstructed �18Op anomalies stem from the fol-
lowing archives: Antarctica (dark blue), Greenland (light blue), and
tropical ice cores (grey). For speleothems, reconstructed and simu-
lated �18Oc changes are shown (green). The black line represents
the 1 : 1 line indicating a perfect model fit. (c) Histogram of calcu-
lated temporal LGM-PI �18Op–T gradients for all grid cells with
(i) an annual mean PI temperature below +20 �C and (ii) a simu-
lated LGM-PI cooling of at least�2�. The dashed line indicates the
modelled PI spatial �18Op–T gradient (0.58‰/�C).

used by Risi et al. (2010a) and by Brennan et al. (2012)
and enables a direct comparison with these previous model
studies. For the ice core records, we compare the modelled
change in �18Op in precipitation with the ice core data (Ta-
ble 1). For the speleothem records, we use both the simu-
lated LGM-PI temperature and �18Op changes to calculate
the modelled change in �18Oc in calcite, which is then com-
pared with the reconstructions (Table 2). Overall, the model
results agree well (r2 = 0.64, RMSE= 2.7‰) with the re-
constructed LGM-PI �18O changes at the various sites (Fig.
8b). The largest deviations are found for the Camp Cen-
tury ice core (measured LGM-PI �18Op difference:�12.9‰;
modelled: �9.5‰) and for the �18Op in precipitation at four
out of five tropical ice core locations.
From the simulated LGM-PI temperature and �18Op

changes we calculate the temporal �18Op–T gradient m in
a specific grid box asm = (�18Op,LGM��18Op,PI)/(TLGM�
TPI), with T as the surface temperature at the precipitation
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Figure 7. (a) Background pattern: simulated global pattern of annual mean surface temperature (T2m) changes between the LGM and
PI climate. Pollen-based reconstructed temperature changes by Bartlein et al. (2011) are shown as coloured symbols. (b) Comparison of
reconstructed temperature changes shown in panel (a) vs. the simulated LGM-PI cooling at the sample locations. The black line represents
the 1 : 1 line indicating a perfect model fit. (c) Simulated global pattern of annual mean precipitation changes between the LGM and PI
climate. (d) Comparison of reconstructed precipitation changes shown in panel (b) vs. the simulated LGM-PI change at the sample locations.
The black line represents the 1 : 1 line indicating a perfect model fit.

livat and Jouzel (1979), should be revised and refined. This
finding is in agreement with recent studies by Steen-Larsen
et al. (2014b, a, 2015), which reveal substantial deviations
of the simulated dex signal in water vapour in Greenland,
Bermuda, and Iceland, by several atmosphere GCMs as com-
pared to laser-based spectroscopy measurements of isotopes
in water vapour.

4.2 Changes in the Last Glacial Maximum

4.2.1 Land surface temperature and precipitation
changes

Due to the prescribed changed glacial ice sheet configuration,
changed orbital parameters, and changed greenhouse gas
concentrations, the simulated LGM climate in glacier-free
terrestrial areas is on average �5.9 �C colder than the mod-
elled PI climate. Most regions show a rather uniform cooling
in the range of �4 to �8 �C (Fig. 7a). Exceptionally cold re-
gions are mostly adjacent to the prescribed Laurentide and
Fennoscandian ice sheet, e.g. part of central North America
and central Europe. Another region of exceptional cooling is
a large part of Siberia, with a cooling of down to �15 �C.
The only region with a distinct above-average warming is lo-

cated in Alaska. This region most likely warmed during the
LGM due to the increased distance to sea ice-covered Arctic
Ocean regions, caused by the glacial sea-level drop of ap-
prox. 120m. Our results are in overall agreement with the
ensemble-mean LGM changes in temperature by the fully
coupled climate simulations performed within the PMIP2
and CMIP5/PMIP3 projects (not shown; Braconnot et al.,
2007; Harrison et al., 2014). These simulations also indi-
cate for the LGM a maximum cooling of surface temperature
over the ice sheets of about �30� and an average cooling of
glacier-free land surfaces of between �2 and �5 �C, except
for a colder-than-average Siberian region.
For a comparison with proxy data, we compare our model

results to the LGM continental temperature and precipitation
reconstruction by Bartlein et al. (2011). This reconstruction
is mainly based on subfossil pollen and plant macrofossil
data. For the 81 sites contained in the temperature data set
of Bartlein et al. (2011), the simulated annual mean LGM
temperature change is in 24 cases (24 cases) more than 2 �C
warmer (colder) than the reconstructed temperature change
(Fig. 7b). While the model–data deviations of LGMwarming
anomalies range between +0 and +20 �C, the anomalies of
LGM cooling are underestimated by down to �15 �C. Sev-
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studies. For the ice core records, we compare the modelled
change in �18Op in precipitation with the ice core data (Ta-
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5.2. Changes in Physical Responses: Precipitation
Next, we analyze simulated changes of the hydrological cycle. LIG anomalies of the mean precipitation
amount relative to the PI climate are shown in Figure 4. Contrary to the strong temperature differences
between our simulations, the precipitation changes are more similar for LIG-130 and LIG-125, both in the cli-
matology mean, and in the seasonal amplitude (Figure 5). For both LIG-130 and LIG-125, we simulate an
increase in precipitation of between 20 and 50 mm/month over Saharan Africa as well as over the Indian
subcontinent and the northern part of the Indian Ocean. The LIG-120 simulation, which was different from
the other two LIG simulations with respect to the simulated surface temperature, shows similar changes in
the precipitation amount and pattern, but the magnitudes of amount changes are reduced (10–20 mm/
month, only).

Figure 4. As Figure 2, but showing yearly averaged total precipitation.

Figure 5. Anomalous summer and winter precipitation amounts relative to PI.
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been demonstrated that the West Antarctic Ice sheet may have disintegrated during the Last Interglacial
[Sutter et al., 2016], and sea level reconstructions indicate LIG changes of 16 to 19 m above the PI sea level,
indicating that some ice from the Antarctic Ice Sheet must have been melted during this time [Kopp et al.,
2009;Dutton et al., 2015]. Sutter et al. [2016] also found that an ocean warming of 12 to 138C (relative to
PI) is required to trigger a partial melting of the West Antarctic Ice Sheet. In our LIG-130 simulation, the
Southern Oceans do not warm significantly, and this underestimation of marine temperature change may
be responsible for the mismatch between the simulated d18O values and the ice core data. For the LIG-125
climate, simulated d18O changes and Antarctic ice core data agree quite well. For the LIG-120 simulation,
we find a similar result as for LIG-130: Modeled d18O values in precipitation over the Antarctic ice sheet are
again too depleted, suggesting an underestimation of the warming of Antarctica during the late LIG.

We furthermore compare our model results against the NEEM ice core data, and find that for the LIG-125
time period, simulated and ice core d18O values match in the sign of the change, with an enrichment of
12.1& in the ice core record and 11.3& in the simulation. The magnitude of d18O change may be under-
estimated in the LIG-125 simulation as no change of Greenland’s ice sheet height has been considered in
our model setup. Sea level reconstructions indicate that the Greenland Ice Sheet was likely reduced during
the LIG [Dutton et al., 2015]. For the LIG-120 climate (modeled 20.7& and measured 11.0&), d18O changes
do not agree in their sign. Again, it is likely that the simulated LIG-120 climate is too cold and underesti-
mates a potential warming of this region.

5.7. Sensitivity Tests: Atmosphere-Only Simulations and a Warming of the Southern Ocean
So far, several studies using atmosphere-only simulations have been performed in order to examine LIG
changes of d18O in precipitation and its relationship to temperature changes [e.g., Masson-Delmotte et al.,
2011;Sime et al., 2013] on a local and regional scale.

For an extended comparison of our model results with these previous studies, we have performed three
additional simulations (LIG-130-A, LIG-125-A, and LIG-120-A) with the atmosphere-only model ECHAM5-
wiso. The required prescribed ocean boundary conditions have been derived from calculated multiyear
monthly mean of 100 years for SST and sea-ice concentration from the fully coupled simulation. The isoto-
pic composition of surface ocean water (Figure 9) has also been derived from the fully coupled simulation.

Figure 8. Comparison of six Antarctic ice cores (circles), one Greenland ice core (circles), and several speleothem records (squares) to isotopic values simulated by ECHAM5/MPIOM-wiso.
In order to compensate for potential age uncertainties, each comparison is made against a 1000 year average for the paleoclimate record (for LIG-130, ages from 130.5 to 129.5 ka B.P.
were chosen in the ice core, etc.).
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change in both mean annual d18O as well as mean annual temperature between the PI and the LIG climate,
with significance determined by a t test considering a 95% significance interval, and a sample size N of 100
simulation years for both d18O and surface temperature. (3) Absolute temperature difference between the
examined LIG time slice and the PI simulation is equal or above a threshold value of 0.58C. These three crite-
ria are applied to ensure that only locations with a dominant temperature dependency and with simulated
LIG temperature and d18O changes well above the simulated interannual variability are included in the
calculations.

We present the simulated temporal d18O-T slope of all selected grid cells as a frequency distribution in Fig-
ure 12 (blue portions of the histogram), and the corresponding global maps are shown in Figure 13. Upon
initial examination, it appears as if the d18O-T relationship is not only varying for the different LIG time

Figure 12. Histogram of the change in the d18O/T relationship for all grid points where the following three conditions are met: (i) average mean annual temperature is lower than 208C.
(ii) Absolute change in temperature between the LIG time slice and the PI control simulation is at least 0.58C. (iii) The change in both temperature and isotopic composition is significant
based upon a 95% confidence interval. Blue bars indicate the number of grid cells for each d18O/T quotient for climatology mean temperatures, whereas green bars indicate the number
of grid cells where we utilize precipitation-weighted temperatures rather than climatologically averaged ones.

Figure 13. Spatial distribution of the D18O/DT quotient. (top) The quotient with climatology averaged temperature changes and (bottom) the quotient with precipitation-weighted
averages.
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simulation years for both d18O and surface temperature. (3) Absolute temperature difference between the
examined LIG time slice and the PI simulation is equal or above a threshold value of 0.58C. These three crite-
ria are applied to ensure that only locations with a dominant temperature dependency and with simulated
LIG temperature and d18O changes well above the simulated interannual variability are included in the
calculations.

We present the simulated temporal d18O-T slope of all selected grid cells as a frequency distribution in Fig-
ure 12 (blue portions of the histogram), and the corresponding global maps are shown in Figure 13. Upon
initial examination, it appears as if the d18O-T relationship is not only varying for the different LIG time

Figure 12. Histogram of the change in the d18O/T relationship for all grid points where the following three conditions are met: (i) average mean annual temperature is lower than 208C.
(ii) Absolute change in temperature between the LIG time slice and the PI control simulation is at least 0.58C. (iii) The change in both temperature and isotopic composition is significant
based upon a 95% confidence interval. Blue bars indicate the number of grid cells for each d18O/T quotient for climatology mean temperatures, whereas green bars indicate the number
of grid cells where we utilize precipitation-weighted temperatures rather than climatologically averaged ones.
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Summary
• The explicit modelling of stable water isotopes (H218O, HD16O) in complex 

climate models (GCMs) is one way to improve our understanding of the 
mechanisms controlling the water isotopes distribution in link with the 
variations of climate and to evaluate the GCM model performance. 
•Here, we present simulation results using two different GCMs with explicit 

isotope diagnostics, run under pre-industrial (PI), mid-Holocene (6k), last 
glacial maximum (LGM, 21k), and last interglacial (LIG, 125k) conditions.

Methods
•H218O and HD16O have been incorporated in all parts of the hydrological 

cycle of the coupled models ECHAM5/MPI-OM and MPI-ESM.
• Paleoclimate simulations have been performed in accordance with the 

PMIP3 (for LGM, LIG) and PMIP4-CMIP6 (for 6K) protocols.
• ECHAM5/MPI-OM resolution
• atmosphere: horizontal grid size 3.8°x3.8°, 19 vertical levels (T31L19)
• ocean: bipolar grid, 3° near the equator, 40 z-levels (GR30L40)

•MPI-ESM resolution
• atmosphere: horizontal grid size 1.9°x1.9°, 47 vertical levels (T63L47)
• ocean: bipolar grid, 1.5° near the equator, 40 z-levels (GR15L40)

Modelled LGM temperature and 
precipitation changes are compared 
to reconstructions based on pollen 
data (Bartlein et al., ClimDyn, 2011).

all plots: Werner et al., GMD, 2016

all plots: Cauquoin et al., CP, 2019

all plots: Cauquoin et al., CP, 2019

all plots: Gierz et al., JAMES, 2017

Yearly Mean Precipitation 𝛅18O Anomaly wrt PI (‰)

been demonstrated that the West Antarctic Ice sheet may have disintegrated during the Last Interglacial
[Sutter et al., 2016], and sea level reconstructions indicate LIG changes of 16 to 19 m above the PI sea level,
indicating that some ice from the Antarctic Ice Sheet must have been melted during this time [Kopp et al.,
2009;Dutton et al., 2015]. Sutter et al. [2016] also found that an ocean warming of 12 to 138C (relative to
PI) is required to trigger a partial melting of the West Antarctic Ice Sheet. In our LIG-130 simulation, the
Southern Oceans do not warm significantly, and this underestimation of marine temperature change may
be responsible for the mismatch between the simulated d18O values and the ice core data. For the LIG-125
climate, simulated d18O changes and Antarctic ice core data agree quite well. For the LIG-120 simulation,
we find a similar result as for LIG-130: Modeled d18O values in precipitation over the Antarctic ice sheet are
again too depleted, suggesting an underestimation of the warming of Antarctica during the late LIG.

We furthermore compare our model results against the NEEM ice core data, and find that for the LIG-125
time period, simulated and ice core d18O values match in the sign of the change, with an enrichment of
12.1& in the ice core record and 11.3& in the simulation. The magnitude of d18O change may be under-
estimated in the LIG-125 simulation as no change of Greenland’s ice sheet height has been considered in
our model setup. Sea level reconstructions indicate that the Greenland Ice Sheet was likely reduced during
the LIG [Dutton et al., 2015]. For the LIG-120 climate (modeled 20.7& and measured 11.0&), d18O changes
do not agree in their sign. Again, it is likely that the simulated LIG-120 climate is too cold and underesti-
mates a potential warming of this region.

5.7. Sensitivity Tests: Atmosphere-Only Simulations and a Warming of the Southern Ocean
So far, several studies using atmosphere-only simulations have been performed in order to examine LIG
changes of d18O in precipitation and its relationship to temperature changes [e.g., Masson-Delmotte et al.,
2011;Sime et al., 2013] on a local and regional scale.

For an extended comparison of our model results with these previous studies, we have performed three
additional simulations (LIG-130-A, LIG-125-A, and LIG-120-A) with the atmosphere-only model ECHAM5-
wiso. The required prescribed ocean boundary conditions have been derived from calculated multiyear
monthly mean of 100 years for SST and sea-ice concentration from the fully coupled simulation. The isoto-
pic composition of surface ocean water (Figure 9) has also been derived from the fully coupled simulation.

Figure 8. Comparison of six Antarctic ice cores (circles), one Greenland ice core (circles), and several speleothem records (squares) to isotopic values simulated by ECHAM5/MPIOM-wiso.
In order to compensate for potential age uncertainties, each comparison is made against a 1000 year average for the paleoclimate record (for LIG-130, ages from 130.5 to 129.5 ka B.P.
were chosen in the ice core, etc.).
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Results
• Simulation results of both isotope-enabled GCMs agree well with modern 

observations of 𝛅18O and 𝛅D on a global scale.
•Comparison of ice core and speleothem records with simulation results 

reveals a good model-data agreement in many places for the mid-
Holocene (6k), LGM (21k), and last interglacial (LIG, 125k) climate.
• Temporal isotope-temperature relationships are spatially variable for all 

three investigated periods, and in many locations the temporal gradients 
are lower than the modern spatial ones.

Conclusions
• For the LGM, 𝛅18O changes in precipitation are dominated by the glacial 

cooling, but the temporal 𝛅18O-T gradient is substantially lower than the 
present-day spatial one for most mid- to high-latitudinal regions. 
• For the 6K and LIG climate, simulated temperature changes are small  

in many regions, and temperature-independent processes dominate  
past 𝛅18O and 𝛅D changes in precipitation.


