
Quantifying different climatic controls on d-excess and 17O-excess 
with the isotope-enabled Community Atmosphere Model 

Marina Dütsch1, Eric J. Steig1, Peter N. Blossey1,  
Jesse M. Nusbaumer2, Tony E. Wong3, Spruce W. Schoenemann4 

 
Water Isotopes and Climate Workshop, 1 October 2019 

1University of Washington, Seattle, WA, 2National Center for Atmospheric Research, Boulder, CO, 
3Rochester Institute of Technology, Rochester, NY, 4University of Montana Western, Dillon, MT 



Non-equilibrium effect 
Heavy isotopes have slower 

diffusion velocities 

  

 

Equilibrium effect 
Heavy isotopes have higher 
binding energies 

  

 

Isotopic fractionation 
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Why a logarithmic definition? 
Rayleigh condensation 

↵ = ↵(T , Si)
↵ = ↵eq(T )

↵ = ↵(T , RH)

   : fractionation factor 
T: temperature 

RH: relative humidity 

Si: saturation ratio with respect to ice �v = (�v ,0 + 1) · f ↵�1 -1
�c = ↵ · (�v + 1) -1

f: fraction of remaining water vapor 
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Rayleigh condensation 

condensate 

vapor 
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Modeling dln and (especially) Δ17O is challenging 

Schoenemann et al. (2014) 

a=1; b= 0.002, 0.004, 0.007). To make straightforward comparisons between the spatial patterns in the data
and modeling results, we offset the model output (+20 per meg, +4‰, and +3‰) such that the model WAIS
Divide grid cell 17Oexcess, dln, and dexcess values match the real WDC values (27 per meg, 13‰, and 3‰,
respectively).

We find that the best fit for the 17Oexcess spatial pattern is obtained when using large values for b, reflecting a
strong sensitivity of supersaturation to temperature. As shown in Figure 5, using b=0.007, the modeled
spatial pattern captures the higher 17Oexcess values found in West Antarctica (WAIS Divide and Siple Dome)
and also shows relatively high 17Oexcess along the coastal margins of East Antarctica but low values in the
central East Antarctic plateau. In contrast, using moderate and low sensitivity of supersaturation to
temperature (b= 0.004 and 0.002) results in an overestimation of 17Oexcess values in East Antarctica and
fails to reproduce the strong negative spatial gradient observed in present-day 17Oexcess between the
coast and the East Antarctica interior. Indeed, even the b=0.007 model experiments overestimate the
17Oexcess values found at Vostok, Plateau Station (SLAP), and Dome F, relative to those at WAIS Divide. This
could suggest an even greater sensitivity of supersaturation to temperature; however, the magnitude of
this difference is also a function of model resolution and the model bias that tends to produce
temperatures over East Antarctica that are too warm (Table 3) [Hoffmann et al., 1998; Schmidt et al., 2005;
Helsen et al., 2007; Werner et al., 2011].

Comparison of present-day dln data with the model results is shown in Figure 6. We find that, as for 17Oexcess,
the best overall agreement between dln data andmodel simulations occurs with a relatively high sensitivity of
supersaturation to temperature (e.g., b=0.007). We note that most previous model simulations of dexcess
in Antarctica have used lower sensitivity (b= 0.002 to 0.0045) to match present-day data. However, most of
this earlier work was based on fractionation factors for δD and δ18O that were poorly constrained at low
temperature. Our results show that, when the most up-to-date fractionation factors [Luz et al., 2009; Ellehøj
et al., 2013] are used, the dln data are consistent with the greater sensitivity required by the 17Oexcess data.
Lower sensitivities to supersaturation result in very high dln values in the East Antarctic interior, inconsistent
with the data (Table 1 and Figures 6a and 6b).
3.2.2. LGM to Holocene Change
We now consider model-data comparison for the LGM period and for the magnitude of the LGM to Holocene
transition. We use results from the present-day simulations as an approximation of early Holocene conditions.
The limited data available suggest that Early Holocene (EH) 17Oexcess values are generally elevated relative
to present, so that the model calculation of the LGM minus present-day may tend to underestimate the total
isotopic LGM to EH change. Note that, taken at face value, the published data of Landais et al. [2008] compared
with those of Landais et al. [2012a] imply a ~30 per meg decline in 17Oexcess since the Early Holocene. Given the
calibration discrepancies noted above, and the small 17Oexcess difference between EH and present-day at both
Dome C and WAIS Divide, we think this is unlikely. Indeed, assuming that Vostok is similar to Dome C in having
only a modest difference between EH and present-day is consistent with the offset to the published Vostok

cba

Figure 6. (a) Present-day spatial gradient of dln using supersaturation parameterization of S=1! 0.002 T, (b) S=1! 0.004 T, and (c) S=1! 0.007 T from ECHAM4.6,
and present-day ice core dln data from Table 1.
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values in the early Holocene. The early Holocene maximum is followed by a long-term 17Oexcess decrease
toward the present (~1 per meg/ka); such a long-term decrease has not previously been identified in
Antarctic ice cores, which generally have not included data more recent than the mid-Holocene.

Together, the multiple data sets show a clear spatial pattern to the change in 17Oexcess between LGM and
Holocene periods, with more coastal sites showing very little change, and sites in the interior showing greater
change. At the low elevation coastal site of Siple Dome, there is no measurable change in 17Oexcess, similar to
the lack of significant change at Talos Dome. At Taylor Dome, 17Oexcess increases by 11 per meg from LGM to
the mid-Holocene, comparable to the change at Dome C.

3.2. Model-Data Comparison
3.2.1. Present-Day Conditions
Figure 5 compares the spatial distribution of present-day 17Oexcess measurements with the modeled spatial
pattern, for different temperature-dependent parameterizations of the supersaturation value (S= a! bT;

cba

Figure 5. (a) Present-day spatial gradient of modeled 17Oexcess using supersaturation parameterization of S=1! 0.002 T, (b) S=1! 0.004 T, and (c) S=1! 0.007 T
from ECHAM4.6, compared to the present-day 17Oexcess ice core data normalized to VSMOW-SLAP as in Schoenemann et al. [2013] from Table 1. Note, the model
output for all three panels has been offset by +20 per meg for straightforward comparison with the ice core values.

Table 3. Site Characteristics of Ice Core Locations for the Present-Day Compared to ECHAM4.6 GCM Control Simulationa

Site Observations Model

Location Latitude (S) Longitude
Elevation
(m MSL)

Distance to
Coast (km)

Current
Accumulation Rate

(mm w.e./yr)

Mean Annual
Surface

Temperature (°C)

ECHAM 4.6
Accumulation

Rate (mm w.e./yr)

ECHAM4.6
Mean Annual Surface
Temperature (°C)

WDCb !79.47 !112.08 1766 585 220.0 !28.5 437.2 !23.0
Siple Domec !81.67 !148.82 621 470 106.1 !24.5 185.1 !25.2
Taylor Domed !77.79 158.72 2365 120 47.4 to 66.3 !37, !41 41.0 !35.5
D57e !68.46 140.00 2000 200 –– –– 521.4 !25.5
Plateau Stationf !79.25 40.55 3625 1100 25.4 !56.4 21.3 !50.0
Vostokg !78.47 106.87 3488 1260 21.8 !57 15.2 !52.3
Dome Ch !75.1 123.35 3233 870 26.9 !54.5 15.7 !49.3
Talos Domei !72.81 159.18 2318 250 80.5 !41, !43 168.2 !27.1
Dome Fj !77.32 39.70 3810 1000 25 to 30 !54.8, !57.7 14.6 !50.0
EDMLk !75.00 0.07 2892 529 60.6 !43.2 51.0 !34.8

aModel output for the 2.8°× 2.8° grid surrounding the ice core latitude-longitude.
bWAIS Divide Project Members [2013] and Orsi et al. [2012].
cBrook et al. [2005].
dSteig et al. [1998b, 2000].
eLegrand and Delmas [1985].
fRadok and Lile [1977].
gPetit et al. [1999].
hEPICA Community Members [2004], Stenni et al. [2004], and Jouzel et al. [2007].
iFrezzotti et al. [2004] and Stenni et al. [2010a].
jWatanabe et al. [2003], Motoyama et al. [2005], and Fujita and Abe [2006].
kEPICA Community Members [2006].

Journal of Geophysical Research: Atmospheres 10.1002/2014JD021770
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Modeling dln and (especially) Δ17O is challenging 

2188 C. Risi et al.: 17O-excess in LMDZ

Fig. 11. (a–c) Zonal, annual mean �18O, d-excess and 17O-excess
in precipitation in Antarctica simulated by LMDZ for the control
value of � (blue) and when � is set to 0 (green). Model outputs are
collocated with observations. (d–f) Same for zonal, annual mean
LGM-PD difference. In all plots, model outputs are compared qual-
itatively (i.e. with no collocation) with observations (black squares).
For �18O and d-excess, values are zonal averages from the GNIP-
Antarctica data set regridded on LMDZ grid. For 17O-excess, nu-
merical values are those given in Tables 2 and 3.

range of processes. Determining the controlling factors in
nature with more confidence would however require much
more data to more comprehensively evaluate GCM simula-
tions of 17O-excess. Continuous, in situ water vapor mea-
surements are needed in order to improve the understand-
ing of the driving mechanisms of d-excess and 17O-excess.
In this regard the new laser-based techniques are extremely
helpful for in situ isotope measurements of water vapor. Yet,
it is not possible, at least so far, to determine 17O-excess with
the required precision ( 5 per meg) using this technology.
Such measurements would be very helpful.
Supersaturation effects play a major role on both d-excess

and 17O-excess, leading to a large uncertainty in their in-
terpretation. At LGM in polar regions, distillation and mix-
ing effects tend to increase d-excess and 17O-excess val-
ues, while supersaturation effects tend to decrease them. The
balance between these two large effects is very sensitive to
the assumed supersaturation function. Using a supersatura-
tion function that leads to d-excess and 17O-excess consis-
tent with PD observations, LMDZ is able to simulate the
lower d-excess and 17O-excess at LGM without requiring
any effect of changes in evaporative conditions at the mois-
ture source. The choice of the supersaturation function, to-
gether with uncertainties in equilibrium fractionation and dif-

fusivity coefficients, remain a key uncertainty in interpret-
ing d-excess and 17O-excess, since its choice determines the
sign of LGM-PD changes. Measurements of vapor and pre-
cipitation along Antarctica transects would be very helpful
to better constrain this function. New laboratory experiments
focused on fractionation during ice formation in cold condi-
tions would also be helpful.
We acknowledge the limitations inherent to our GCM sim-

ulations. The sensitivity of d-excess and 17O-excess to ocean
evaporative conditions is underestimated, for reasons that we
do not understand but that are more likely related to free-
tropospheric processes. Vertical profiles or latitudinal gra-
dients of 17O-excess in the free-tropospheric vapor would
be helpful to diagnose the cause of these problems. Alter-
natively, comparison with other isotopic GCMs that do not
feature the same bias, if these exist, could provide some in-
sight. Finally, taking into account fractionation during bare
soil evaporation (e.g. Gat and Matsui, 1991) may be neces-
sary to interpret d-excess and 17O-excess patterns over land.
Finally, the methodology presented here to decompose the

isotopic signals into the different physical processes will re-
main valid for all GCMs. Applying this methodology to other
GCMs will help extract robust features among models. If in
the future, some GCMs are able to better simulate d-excess
and 17O-excess, applying this methodology to these GCMs
will help understand what controls d-excess and 17O-excess
with more confidence.

Appendix A

Predicting the isotopic composition of the boundary layer
vapor using the closure assumption

The simplest equation to predict the isotopic composition of
the boundary layer vapor is the Merlivat and Jouzel (1979)
closure. Although it fails to predict the absolute values of
�18O and d-excess (Jouzel and Koster, 1996), it has been
shown to accurately predict the sensitivity of the isotopic
composition to ocean surface conditions (Uemura et al.,
2008, 2010; Risi et al., 2010c). We recall here the derivation
of this equation and the underlying assumptions.
The isotopic composition RE of the evaporation flux from

the ocean is given by the Craig and Gordon (1965) equation:

RE = 1
↵K

· Roce/↵eq�RHs · Rv
1�RHs

, (A1)

where ↵K is the kinetic fractionation coefficient, ↵eq is the
liquid-vapor equilibrium fractionation coefficient and Roce is
the isotopic ratio of the ocean surface. The relative humidity
at the surface, RHs is the relative humidity of near-surface air
at the temperature of the ocean surface Ts:

RHs = RHa · qsat (Ta)

qsat (Ts)
, (A2)

Clim. Past, 9, 2173–2193, 2013 www.clim-past.net/9/2173/2013/

Risi et al. (2013) Si = 1 - λT 
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iCAM5 

Simulations 
•  Present day and last glacial maximum 
•  10 years (+ 1 year spin-up) 
•  iCAM5 (Nusbaumer et al., 2017), iCLM4 (Wong et al., 

2017), iCICE4 (Brady et al., 2019)  
•  Prescribed SST and sea ice concentrations 

(Hurrell et al., 2008, Zhu et al., 2017) 
•  1.9° x 2.5° horizontal resolution 

Objective 
Quantify the contributions of  
•  evaporation from the surface 
•  transport 
•  cloud formation            … on dln and Δ17O 

Microphysics scheme allows 
supersaturation with respect to ice 
(Gettelman et al., 2010, Morrison & Gettelman, 2008) 

!  using model-predicted Si for isotopes 
improves simulation of d in Antarctica 
(Dütsch et al., under review) 
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dln in iCAM5 and ice cores 
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DF: Dome F (Fujita and Abe, 2006; Touzeau et al., 2016) 
EDC: EPICA Dome C (Jouzel et al., 2007; Stenni et al., 2010) 
EDML: EPICA Dronning Maud Land (EPICA Community 
Members, 2006; Stenni et al., 2010)  
SIP: Siple Dome (Brook et al., 2005; Schoenemann et al., 2014) 

SP: South Pole (Steig, unpublished data) 
TAY: Taylor Dome (Steig et al., 1998; Schoenemann et al., 2014) 
TAL: Talos Dome (Buiron et al., 2012; Landais et al., 2015; Stenni et al., 2011) 
VOS: Vostok (Vimeux et al., 2001; Landais et al., 2008, 2012; Risi et al., 2013) 
WD: WAIS Divide (Markle et al., 2017; WAIS Divide Project Members, 2013, 2015) 7 



Δ17O in iCAM5 and ice cores 

DF

EDCSIP

SP

TAL
TAY

VOSWD

PD

�45�30�15 0 15 30 45
�17Oprecip (ppm)

EDCSIP

SP

TAL
TAY

VOSWD

LGM

�45�30�15 0 15 30 45
�17Oprecip (ppm)

EDCSIP

SP

TAL
TAY

VOSWD

LGM – PD

�45�30�15 0 15 30 45
�17Oprecip (ppm)

DF: Dome F (Fujita and Abe, 2006; Touzeau et al., 2016) 
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TAL: Talos Dome (Buiron et al., 2012; Landais et al., 2015; Stenni et al., 2011) 
VOS: Vostok (Vimeux et al., 2001; Landais et al., 2008, 2012; Risi et al., 2013) 
WD: WAIS Divide (Markle et al., 2017; WAIS Divide Project Members, 2013, 2015) 8 



Contributions of different processes to dln and Δ17O 

Δ17Oevap 
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dln,precip 

dln,precip    = dln,evap    + (dln,cloud – dln,evap )  + (dln,precip – dln,cloud) 

Δ17Oprecip = Δ17Oevap    + (Δ17Ocloud – Δ17Oevap)  + (Δ17Oprecip – Δ17Ocloud) 

evaporation transport cloud formation 
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Contributions of different processes to dln and Δ17O (PD)   
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Contributions of different processes to dln and Δ17O (PD)   
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Zonal mean contribution of processes 
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Summary 

iCAM5 can simulate Δ17O (and dln) in present day climate and during 
the last glacial maximum 
•  dln in iCAM5 is lower in present-day climate and slightly higher during the 

last glacial maximum than in ice cores 
•  Δ17O in iCAM5 is mostly lower than in ice cores 

Δ17O and dln change significantly on the way from the moisture source 
to the precipitation site 

Evaporation from the surface increases both Δ17O and dln,  
transport and cloud formation have opposite effects on Δ17O and dln 
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•  The effects of transport (including rainout and mixing) and cloud formation 
partially compensate each other, but not everywhere 

•  Potential for combined metric to isolate the effect of moisture source conditions? 
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