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FIG. 4. Three-day average maps over the period 2–4 September 1999: (a) sea surface temperature
with TAO mooring locations shown as squares; (b) wind stress magnitude; (c) wind stress; (d)
wind stress divergence; and (e) wind stress curl. The contours overlaid in (b)–(e) correspond to
isotherms at intervals of 18C between 218 and 278C. The SST and wind stress fields were smoothed
to remove variability with wavelengths shorter than 28 of latitude by 28 of longitude. To suppress
the amplification of sampling errors, the derivative fields (divergence and curl) were further
smoothed zonally to remove variability with wavelengths shorter than 48 of longitude.

A 3-day average map of SST is shown in Fig. 4a for
the period 2–4 September 1999, which is a represen-
tative time period during the 3-month data record an-
alyzed in this study.1 The cusp-shaped features of the

1 Animations of the SST and wind fields can be downloaded from
anonymous ftp by contacting the corresponding author at chelton@
oce.orst.edu.

SST front along the north side of the equatorial cold
tongue are characteristic of TIWs (Legeckis 1977). Note
the clockwise rotation of the northern tips of the cold
cusps along the northern SST front at about 1608, 1488,
1398, and 1288W. Clockwise rotation is especially clear
at 1288W. These features are indicative of anticyclonic
particle velocities in the warm regions between succes-
sive cusps (Hansen and Paul 1984; Flament et al. 1996;
Kennan and Flament 2000; Weidman et al. 1999). Each

“Discovery” of wind response to mesoscale SSTs

Chelton et al. 2001. JCLI



Stratiform clouds response to the SST waves

Deser et al. 1993 JCLI

Estimate the changes in downward shortwave radiation fluxes 
of ~25 W/m2 → 0.75°C / month (MLD=20m)
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FIG. 1. The patterns of wintertime (Dec–Mar), anomalous SST, ocean–atmosphere turbulent heat flux (latent plus sensible), and surface
wind vectors, associated (via linear regression) with the leading PC of SST variability in the (a), (c) North Atlantic and (b), (d) North Pacific.
(a), (b) The observations from 1949 to 1999 (data from NCEP–NCAR reanalysis). (c), (d) The mean of a 10-member ensemble GCM
integrations forced with global, time-varying SST anomalies from 1950 to 1999 (ECHAM3.5 GCM data provided by L. Goddard). Heat
fluxes are in W m22 with positive (negative) values in solid (dashed) contours every 3 W m22. The zero contour is bold. Arrows depict the
wind vectors in m s21 with scales as shown in panels. The SST anomaly values (C8) are denoted in colors according to scale (note that scale
is kept at the 20.58–0.58C range for overall clarity, however, values in eastern equatorial Pacific extend up to 1.28C).

varying SST anomalies [AMIP (Atmospheric Model In-
tercomparison Project) type experiments]. Finally, in
section 5, we discuss the recent extension of the inves-
tigation to the realm of coupled model experiments.
Conclusions follow in section 6.

2. The observed pattern of extratropical
atmosphere–ocean anomalies

a. Fundamental properties of extratropical SST
anomalies

As described in F85, The salient features of observed
extratropical SST anomalies and their associated at-
mospheric patterns are as follows:

• Extratropical SST anomalies have large, basin-size,
scales. While small-scale perturbations in SST (as-

sociated with mesoscale ocean eddies) are visible in
high-resolution data, there is a distinct large-scale sig-
nature in midlatitude SST variability that is similar to
the scale of atmospheric low-frequency variability
(Namias and Cayan 1981; Wallace and Jiang 1987;
and Figs. 1a,b).

• SST anomalies are the surface expression of changes
in the heat content of a well-mixed upper-ocean layer
that represents a large thermal reservoir. This property
grants SST anomalies large persistence compared to
atmospheric anomalies. The e-folding timescale of
midlatitude SST anomalies is typically 3–5 months
(Barnett 1981; Frankignoul and Reynolds 1983).

• Over most of the World Ocean, monthly and seasonal
extratropical SST anomalies are well correlated with
the overlying surface air temperature anomalies (F85,
see section 2.3).
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North Atlantic Oscillation

Large-scale air-sea interactions?

Pacific Decadal Oscillation

Kushnir et al. 2002. JCLI



Eddy-mediated air-sea interaction

Oceanic forcing of the atmosphere on frontal and mesoscales.

2000-2009 daily 
QuikSCAT WS
NOAA-OI SST

Seo 2017 
JCLI

Spatial high-pass filtering applied to daily data to remove large-scale wind-SST relationship



Physics of the coupling: Modulation of MABL stratification
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FIG. 9. (top) Longitude–height section of zonal wind velocity (vectors) and virtual potential temperature (K) (contours
and shading) during the IOP. (bottom) SST (�C). The numerals with the plot refer to the number of the sounding site
(see Fig. 1).

FIG. 10. (a) 5-min sea surface pressure (SLP in hPa) measured by
the Shoyo-maru along 2�N. (b) SLP ⇧ 1015 (hPa) with the diurnal
and semidiurnal harmonics removed. (c) SST (�C).

cause f /⇤ ⇥ 0.24 ( f is the Coriolis parameter). The
equation for surface zonal velocity may be reduced to

1 dP
⇧⇤U ⇥ . (1)

⌃ dx

Here, the momentum mixing with the free atmosphere
was neglected for simplicity, but the entrainment across
the inversion may be important in the climatological
balance of the mean boundary layer wind (Stevens et
al. 2002). For a sinusoidal SST wave of an amplitude

of 1�C, the amplitude of the zonal wind response is U
⌅ 12 m s⇧1, far too large compared to observations.
Figure 10a shows the 5-min SLP measurements made

on board the Shoyo-maru, which are dominated by semi-
diurnal and diurnal tides with amplitudes of about 2
hPa. We apply the harmonic analysis and remove the
semidiurnal and diurnal harmonics. The resultant time
series has a typical amplitude of 1.0 hPa at low fre-
quencies (Fig. 10b). The tide-removed SLP, however,
does not seem correlated with local SSTs. For example,
no SLP increase is observed over any of the four SST
minima between 140� and 110�W, indicating that the
SLP response to TIWs is much smaller than 0.4 hPa,
the hydrostatic pressure due to a 1�C temperature change
within the PBL. The small SLP response is consistent
with previous inferences based on buoy and satellite
wind measurements (Hayes et al. 1989; Xie et al. 1998;
Chelton et al. 2001; Hashizume et al. 2001).

b. Vertical structure

Then what is responsible for the reduced SLP re-
sponse? Figure 11a shows the longitude–height section
of zonally high-pass filtered anomalies of virtual po-
tential temperature. In addition to anomalies below 1000
m that are roughly of the same signs as the local SST
anomalies, larger anomalies of the opposite signs are
found further above between 1000–1600 m, which were
not considered in our first attempt at SLP estimate. The
latter anomalies are associated with the vertical dis-
placement of the main PBL-capping inversion. Over
warm SSTs, air temperature below the inversion in-
creases via turbulent heat flux. At the same time, the
main inversion rises (star symbols), leading to a strong

Hashizume et al. 
2002 JCLI



A linear-regression based diagnostic metic

Spatially high-pass filtering is applied a 
priori.Positive regression coefficient is interpreted 
as the oceanic forcing of the atmosphere.

served relationship between spatially high-pass-filtered
SST anomalies and wind stress for the Kuroshio and
Agulhas regions, constructed from monthly means over
the 2-yr time period of September 2002 through August
2004. Points on the scatterplots show the overall mean
value of wind stress anomalies for each SST bin, and
error bars denote the !1 standard deviation of the
individual binned averages determined from each
monthly mean over the 2-yr period. The line through
the data represents the linear least squares fit, the slope
of which is indicated in the lower-right corner of the
panel. The middle and right panels of Fig. 4 show com-
parable analyses over the same regions for wind stress
divergence and the downwind SST gradient, and for
wind stress curl and the crosswind SST gradient, respec-
tively.

We use the analysis method described above because
the raw point-wise comparisons between high-pass-
filtered wind stress and SST show considerable scatter
in the monthly means owing to the residual effects of
synoptic weather variability. Within each region over
which the coupling coefficients are computed, there are
areas of small-scale structure in the wind stress outside

of the areas of strong SST gradients because of this
synoptic variability. The correlation between wind
stress and SST in any particular month is therefore only
moderate (typically about 0.5). These effects were miti-
gated and the relationship between wind stress and SST
was isolated by computing the binned average for each
individual month over the 2-yr period.

Figure 4 confirms the following strong observed re-
lationships between SST and wind stress in the vicinity
of strong SST fronts.

• Wind stress magnitude is linearly related to SST.
• Wind stress divergence is linearly related to the

downwind SST gradient.
• Wind stress curl is linearly related the crosswind SST

gradient.

These relations are somewhat noisier in the Kuroshio
region, due partly to the larger seasonal variability in
wind stress that is apparent in Fig. 2, and to the exis-
tence of some small-scale variability in the wind field
that does not appear to be related to the SST field (e.g.,
see Fig. 1a). As quantified by the slope of the least

FIG. 4. Binned scatterplots showing spatially high-pass-filtered QuikSCAT wind stress binned by value of AMSR SST perturbation
within the (a) Kuroshio and (b) Agulhas regions. Also shown are wind stress divergence vs downwind SST gradient and wind stress curl
vs crosswind SST gradient for these same regions. Details of the analysis technique are described in the text.
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Maloney and Chelton 2010 JCLI

280 R.J. Small et al. / Dynamics of Atmospheres and Oceans 45 (2008) 274–319

Fig. 3. Three-day average maps over the period 2–4 September 1999 showing Tropical Instability Waves. (a) Sea surface tem-
perature with TAO mooring locations shown as squares; (b) wind stress magnitude; (c) wind stress; (d) wind stress divergence;
and (e) wind stress curl. The contours overlaid in (b)–(e) correspond to isotherms at intervals of 1 ◦C between 21 and 27 ◦C. From
Chelton et al. (2001). Reproduced by permission of the American Meteorological Society.

Lindzen–Nigam model, but of the strongest surface wind divergence. Wallace et al. (1989) formulated
a mechanism to explain this discrepancy. They hypothesized that vertical transfer of momentum by
mixing was adjusting the surface winds. In this explanation, over the stable conditions of the cold
tongue, an upper level south-easterly wind jet is well-separated from weaker surface winds. The near-
surface air becomes more unstable when passing across the front towards warmer water, leading to
enhanced mixing in the boundary layer, and momentum from the upper easterly jet is brought down
to the surface, accelerating the surface wind.
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Cross-spectral analysis of the SST/10-m wind coupling…

1 3

km) wavelengths, that shift to values between 0.2 and 0.8 
m/s/◦C within the ! (103–104 km) range at 50.125◦ S and 
25.125◦ S, and to between 0.8 and 1.8 m/s/◦C at 0.125◦ S. 
At wavelengths smaller than ∼ 100 km, spectra for all 
latitudes display !2

ab
 statistically similar to zero, a general 

increase of |Hab| as a function of frequency, and sharp !ab 
variations. Considering the ∼ 50 km spatial resolution of 
the microwave-based SST data used in the generation of 

the AVHRR + AMSR OISST product, this is likely the 
result of aliased SST variability at spatial scales smaller 
than ∼ 100 km (Reynolds and Chelton 2010).

The dispersion relation for first mode baroclinic oceanic 
waves are overlaid to the the spectra in Fig. 2. At 50.125◦ S 
(left column), the solid black lines highlight the dispersion 
relation from the standard linear Rossby wave theory, given 
by ! = k"∕(k2 + R− 2

1
) , where ! is the meridional variation 

Fig. 2  Zonal wavenumber-frequency spectra of the squared coher-
ency ( !2

ab
 , top row), gain factor ( |H

ab
| , middle), and absolute phase 

factor ( |!
ab
| , bottom) of satellite-based SST and w for the Pacific 

Ocean at 50.125◦ S, 25.125◦ S, and 0.125◦ S (left, middle, and right 
column, respectively). !2

ab
 estimates statistically similar to zero at 

95% confidence level are shown in a grey scale, while |H
ab
| and |!

ab
| 

estimates where |H
ab
| is similar to zero are shaded in grey. The solid 

black lines in the left and middle columns are the dispersion relation 

for first baroclinic mode Rossby waves (curved line) and its non-dis-
persive limit (straight line), and the dashed black line the eastward-
propagating wavenumbers of the dispersion relation modified by a 0.1 
m/s barotropic zonal flow. In the right column, the black lines are the 
dispersion relations for first baroclinic mode equatorial waves, specif-
ically denoting, in order of increasing periods in the left-hand side of 
the panels, mixed Rossby-gravity waves and Rossby waves of the first 
and second equatorial modes

Diagnostic based on 
spectral approach

Laurindo et al. 2018 
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ing by the energetic small-scale variability in
the wind stress curl field may also play an
important role in the generation of eddies in

the open ocean (41).
Wind stress curl also generates upwelling

and downwelling (1) that are important to the
dynamics, thermodynamics, and biology of the
upper ocean. The vertical velocities associated
with the persistent small-scale features that are
unresolved by NWP models are comparable in
magnitude to the vertical velocities forced by the
large-scale wind stress curl (4). Because the
small-scale variability identified here is present
in the 4-year average, there is little doubt that the
persistent upwelling associated with these fea-
tures is important at least locally.

It is also known that air-sea heat fluxes as-
sociated with SST-induced variations of surface
winds can have a large feedback effect on upper-
ocean thermodynamics. In the eastern tropical
Pacific, for example, this two-way coupling gen-
erates spatial variations of 75 W m–2 in the latent
heat flux and 15 W m–2 in the sensible heat flux
(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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wind stress (top) from Fig. 3 and of the SST and vector-average wind stress (bottom) for the eastern
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Fig. 6. The 4-year average (August 1999–July
2003) northward surface current velocity
across the Gulf Stream at 29.2°N (thin line)
and 31.6°N (heavy line) estimated from
cross-stream variations in the 4-year average
northward component of QuikSCAT wind
measurements. The differences between
these two surface velocity cross sections sep-
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rough measure of the uncertainty of the cal-
culation. The maximum velocity of about
1 m s–1 and the cross-stream width of less
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(39) when the 25-km smoothing and 4-year
averaging of the QuikSCAT measurements
are taken into consideration.
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Pacific, for example, this two-way coupling gen-
erates spatial variations of 75 W m–2 in the latent
heat flux and 15 W m–2 in the sensible heat flux
(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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ing by the energetic small-scale variability in
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(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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ing by the energetic small-scale variability in
the wind stress curl field may also play an
important role in the generation of eddies in

the open ocean (41).
Wind stress curl also generates upwelling

and downwelling (1) that are important to the
dynamics, thermodynamics, and biology of the
upper ocean. The vertical velocities associated
with the persistent small-scale features that are
unresolved by NWP models are comparable in
magnitude to the vertical velocities forced by the
large-scale wind stress curl (4). Because the
small-scale variability identified here is present
in the 4-year average, there is little doubt that the
persistent upwelling associated with these fea-
tures is important at least locally.

It is also known that air-sea heat fluxes as-
sociated with SST-induced variations of surface
winds can have a large feedback effect on upper-
ocean thermodynamics. In the eastern tropical
Pacific, for example, this two-way coupling gen-
erates spatial variations of 75 W m–2 in the latent
heat flux and 15 W m–2 in the sensible heat flux
(5). Comparable SST-induced heat flux varia-
tions have been observed south of Africa (20).
The net air-sea heat flux is further modified by
the formation of low-level clouds over warm
water from turbulent deepening of the MABL.
These clouds reduce the solar radiation incident
at the sea surface by 25 W m–2 in the equatorial
Pacific (42).

SST-induced variations in heat fluxes
and clouds are also important on the larger

scales that are crucial for understanding
climate variability. Inadequate representa-
tion of these air-sea interaction effects may
be one reason that coupled ocean-atmo-
sphere models under development for El
Niño research are unable to reproduce the
observed structure of the SST patterns in
the eastern tropical Pacific (43).

The small-scale structures in the global wind
stress divergence and curl fields summarized
here are statistically robust features in multiyear
averages of QuikSCAT measurements. Super-
imposed on these persistent structures are tem-
porally varying, zero-mean perturbations with
magnitudes comparable to the 4-year averages;
the small-scale features generally intensify dur-
ing the winter in mid-latitudes (especially in the
Northern Hemisphere) and during the summer
and fall in the tropics. The continuing Quik-
SCAT data record is allowing an improved
understanding of the nature of this temporal
variability and of the dynamic and thermody-
namic impacts of the associated ocean-atmo-
sphere coupling on ocean circulation and at-
mospheric weather patterns.
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Gulf Stream

Deep response in the atmosphere

convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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Influence of the Gulf Stream on the troposphere
Shoshiro Minobe1, Akira Kuwano-Yoshida2, Nobumasa Komori2, Shang-Ping Xie3,4 & Richard Justin Small3

The Gulf Stream transports large amounts of heat from the tropics
to middle and high latitudes, and thereby affects weather phenom-
ena such as cyclogenesis1,2 and low cloud formation3. But its cli-
matic influence, on monthly and longer timescales, remains
poorly understood. In particular, it is unclear how the warm cur-
rent affects the free atmosphere above the marine atmospheric
boundary layer. Here we consider the Gulf Stream’s influence on
the troposphere, using a combination of operational weather ana-
lyses, satellite observations and an atmospheric general circula-
tion model4. Our results reveal that the Gulf Stream affects the
entire troposphere. In the marine boundary layer, atmospheric
pressure adjustments to sharp sea surface temperature gradients
lead to surface wind convergence, which anchors a narrow band of
precipitation along the Gulf Stream. In this rain band, upward
motion and cloud formation extend into the upper troposphere,
as corroborated by the frequent occurrence of very low cloud-top
temperatures. These mechanisms provide a pathway by which
the Gulf Stream can affect the atmosphere locally, and possibly
also in remote regions by forcing planetary waves5,6. The iden-
tification of this pathway may have implications for our under-
standing of the processes involved in climate change, because the
Gulf Stream is the upper limb of the Atlantic meridional over-
turning circulation, which has varied in strength in the past7 and
is predicted to weaken in response to human-induced global
warming in the future8.

It is a challenging task to isolate the climatic influence of the Gulf
Stream from energetic weather variability using conventional obser-
vations, which are spatially and temporally sporadic. Recently, high-
resolution satellite observations of surface winds made it possible to
map the influence of the Gulf Stream9,10 and other major sea surface
temperature (SST) fronts11–14 on the near-surface atmosphere. The
Gulf Stream affects the 10-m wind climatology as observed by the
QuikSCAT satellite15, with wind divergence and convergence on the
cold and warm flanks, respectively, of the Gulf Stream front9,10

(Fig. 1a). However, the mechanism by which the SST fronts influence
surface winds is still under much debate9,10

The identification of the mechanism responsible has been ham-
pered by the need to know parameters not available from satellite
observations, for which we turn to high-resolution atmospheric
operational analyses from the European Centre for Medium-Range
Weather Forecasts (ECMWF). The operational analysis successfully
captures the observed pattern of wind divergence (Fig. 1b). Interestingly,
the wind convergence closely resembles the pattern of the laplacian of
sea-level pressure (=2SLP) (Fig. 1c).This correspondence is consistent
with an immediate consequence of a marine atmospheric boundary
layer (MABL) model16 (see Methods Summary). Note that it is
virtually impossible to see the correspondence between the wind
convergence and SLP itself without taking the laplacian. The laplacian
operator acts as a high-pass filter, unveiling the SST frontal effect that
is masked by large-scale atmospheric circulations.

In contrast to the free atmosphere where wind velocities are
nearly non-divergent, substantial divergence occurs in the MABL
in the presence of strong friction and is proportional to the SLP
laplacian in the MABL model described in the Methods Summary.
Such a linear relation approximately holds in observations (Fig. 1f),
with a correlation coefficient as high as 0.70 for a region where wind
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Figure 1 | Annual climatology of surface parameters. a, b, 10-m wind
convergence (colour) in QuikSCAT satellite observations (a) and in the
ECMWF analysis (b). c, d, SLP laplacian (c) and sign-reversed SST laplacian
(d) in the ECMWF analysis. e, Surface geostrophic current speed. In a–e, SST
contours (2 uC interval and dashed contours for 10 uC and 20 uC) are shown.
f, Relationship between the SLP laplacian and wind convergence based on
monthly climatology in the red-dashed box in c; the regression line is shown
red. Error bars, 61 s.d. of wind convergence for each bin of SLP.
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convergence and divergence are strong (80u–40uW, 30u–48uN, red-
dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).

Previous studies suggested that warmer SSTs induce stronger ver-
tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
narrow rain band roughly collocated with the surface wind conver-
gence (Fig. 2a). Although there was evidence that the Gulf Stream
affects precipitation20, our high-resolution analysis reveals that the
narrow rain band meanders with the Gulf Stream front and is con-
fined to its warmer flank with SSTs greater than 16 uC. This close co-
variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
following the meandering Gulf Stream, although the rain rate near
the coast is somewhat too weak compared with satellite observations
(Fig. 2b). When the SST is smoothed (see Methods for details),
however, the narrow precipitation band disappears in the AGCM
(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
pressure systems tend to develop along the Gulf Stream front in
the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North

Atlantic results from the forcing by the sharp SST front of the Gulf
Stream.

Similar to precipitation, surface evaporation also exhibits a
narrow banded structure on the offshore side of the SST front
(Supplementary Fig. 2). This evaporation band is consistent with a
short-term field observation21. The amount of evaporation is slightly
larger than that of precipitation, indicating that local evaporation
supplies much of the water vapour for precipitation. The local
enhancement of evaporation on the warmer flank of the Gulf
Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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dashed box in Fig. 1c). Furthermore, consistent with the MABL
model16 where SST variations force pressure adjustments, the
pattern of laplacian SST with sign reversed (2=2SST) exhibits some
similarities to laplacian SLP and wind convergences (Fig. 1d). These
results indicate that MABL pressure adjustments to SST gradients
near the Gulf Stream are important for surface wind divergence.
Relatively high pressures on the colder flank and relatively low
pressures on the warmer flank induce cross-frontal components of
near-surface winds, leading to divergence and convergence (Supple-
mentary Fig. 1).
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tical momentum mixing, and the enhanced mixing is responsible for
mesoscale features in the surface wind convergence field9,10, consis-
tent with a numerical model experiment focusing on near-surface
adjustments17. Our observational result indicates the importance of
the overlooked pressure adjustment mechanism, consistent with
both a recent short (a few days) regional model experiment for the
Gulf Stream18 and a numerical study of tropical instability waves19.
Note that the observed surface wind convergence is roughly collo-
cated with the axis of the Gulf Stream (Fig. 1e, Supplementary Fig. 1).

Satellite observations further reveal that the Gulf Stream anchors a
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variation in space is strongly indicative of an active role of the Gulf
Stream. The precipitation pattern is well reproduced in the opera-
tional analysis (Supplementary Fig. 2), with a bias of excessive rain
rates compared to satellite observations.

The causality is further examined using an atmospheric general
circulation model (AGCM)4. It successfully captures the rain band
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(Fig. 2c). Compared to the smoothed SST run, rain-bearing low-
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the control simulation (Supplementary Fig. 3). These results
indicate that the narrow precipitation band in the western North
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supplies much of the water vapour for precipitation. The local
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Stream is due to enhanced wind speed and the large disequilibrium
of air temperature from SST9,13.

As precipitation off the US east coast is often associated with deep
weather systems, the rainfall pattern described above suggests that the
Gulf Stream’s influence may penetrate to the free atmosphere.
Indeed, the upward motion across the Gulf Stream displays a deep
structure extending to the upper troposphere (Fig. 3a). The upward
motion is anchored by wind convergence in the MABL (Fig. 3a). The
latter peaks at the sea surface, and is strongly affected by SST (Fig. 1).
It is interesting to note that although surface convergence and diver-
gence are similar in magnitude (Fig. 1), the upward motion over
surface wind convergence is much stronger and deeper than the
downward motion over the wind divergence (Fig. 3a). This is sug-
gestive of the importance of condensational heating above the MABL
in developing the asymmetry between the upward and downward
motion.

The upward wind velocity is strongest just above the MABL between
the 850 and 700 hPa levels (Fig. 3a). The horizontal distribution at
these levels is quite similar to the distribution of the surface conver-
gence. The structure trapped by the Gulf Stream is clearly visible at
500 hPa and remains discernible at the 300 hPa level (Supplementary
Fig. 4). Remarkably, the divergence in the upper troposphere is also
dominated by a meandering band following the Gulf Stream front
(Fig. 3b)—such a pattern is required by mass conservation, with the
tropopause acting virtually as a lid for the mean circulation.

Next we examine the occurrence of high clouds, and infer cloud-
top temperature using three-hourly outgoing long-wave radiation
(OLR) derived from satellite observations. Lower OLR levels indicate
lower temperatures and higher altitudes of cloud tops. Figure 3c
shows the occurrence rate of OLR lower than 160 W m22, which
roughly corresponds to a cloud-top height of about 300 hPa. A nar-
row band of high occurrence hugs the SST front of the Gulf Stream in
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source for turbulent mixing in the PBL, is markedly
enhanced over the warm tongues and the Kuroshio Front
(Figure 2c). The flux amounts to about 100 Wm!2 off the
Chinese coast but increases to 400 Wm!2 over the Kur-
oshio. The MM5 heat flux distribution is similar to that
derived from ship observations [Hirose et al., 1999], but
shows a much more clear signature of warm and cold
tongues because of model’s high resolution.
[14] Another remarkable demonstration of SST-wind

coupling is provided by the overlay of surface wind
divergence on SST in MM5 (Figure 3a). Here the spatial
derivative acts as a high-pass filter in favor of small
horizontal scales. Wind convergence (divergence) is found
near the warm (cold) tongue on the shelf and on the warmer
(colder) flank of the Kuroshio Front. In particular, the wind
convergence follows the main warm tongue that meanders
from the southern tip of Kyushu Island all the way to the
mouth of the Bohai Sea, over an amazing distance of more
than 1,000 km. Upon closer inspection, wind convergence
(divergence) tends to take place where the wind blows
down- (up-) SST gradient over the YEC Sea, a phase
relation consistent with vertical mixing [Chelton et al.
2001]. The wind divergence over the cold tongue on the
shelf is an exception, despite wind blowing nearly along
SST isolines—a phase relation consistent instead with the
SLP mechanism.
[15] The wind divergence based on the QuikSCAT meas-

urements (Figure 3b) is similar to that derived from the
model, though somewhat noisier and less correlated with
SST. This may indicate an overestimate of air-sea coupling
in MM5 or alternatively, insufficient sampling by the
QuikSCAT. The satellite scans a grid point only once or
twice a day, a period during which a storm can travel across
the YEC Sea.
[16] Furthermore, over the warmer part of the YEC Sea

(south of 32!N), column-integrated cloud liquid water
content measured by the TRMM satellite is markedly
modulated by SST (Figure 3c). In particular, larger values
of cloud water are observed on the warmer flank of the
Kuroshio Front. Conversely, a reduction in cloud water in
the mid-YEC Sea is found over the cold tongue. The
precipitation distribution is very similar to that of cloud
water (not shown). The moisture for greater precipitation
over the warm tongues and the Kuroshio is supplied by

surface wind convergence, which is highly correlated with
SST (Figure 3).

5. Storm Development

[17] The atmosphere is highly variable over the winter
YEC Sea, which is a preferred region for cyclone genesis
[Hanson and Long, 1985]. Often, a weak atmospheric
trough near Taiwan grows rapidly into a cyclone over the
YEC Sea and then moves northeastward toward Japan.
Called Taiwan cyclones in Japan, such storms threaten the
safety of ship navigation and oil-drilling platforms in the
YEC Sea, and bring high winds and sometimes snow to the
Pacific coast of Japan.
[18] Extratropical storms grow on the large-scale hori-

zontal air temperature gradient; their growth rate is propor-
tional to the so-called baroclinicity defined as s =
0.31gTjrTj/N, where g is the gravity, N the buoyancy
frequency, and T air temperature [e.g., Hoskins and Valdes,
1990]. Taiwan cyclones are sub-synoptic (diameter"1,000
km), shallow surface depressions [Chen et al., 1983] and
may be influenced by the Kuroshio Front along which they
travel.
[19] ATaiwan cyclone developed on 3–5 February 2001,

which is captured in our MM5 simulation. At 18Z February
3, a weak surface low is found northeast of Taiwan (Figure
4a). It grows rapidly in the next 24 hours. At 18Z February

Figure 2. Scalar wind speed (color in m/s): (a) observed
by QuickSCAT for January–March; and (b) simulated in
MM5 for February 2001. (a) TRMM and (b) AVHRR SST
climatologies are also plotted. (c) Surface turbulence heat
flux (wm!2) and wind velocity (ms!1) in MM5.

Figure 3. Surface wind divergence (10!6 s!1): (a) in
MM5 and (b) observed by QuikSCAT. (c) TMI cloud liquid
water content climatology (10!2 mm) for January–March.
SST is overlaid in white contours at 1oC intervals to show
its correlations.

Figure 4. SLP-1000 (hPa): (a) at 18:00Z February 3 and
(b) 24 hours later at 18:00Z February 4, 2001, in the MM5
simulations under high-resolution (color shade) and
smoothed (contours) SST forcing. (c) The center pressure
of the Taiwan cyclone in members of high-resolution (blue)
and smoothed (red) SST ensembles. In (a) and (b), the
model is initialized with the NCEP analysis at 12Z 31
January 2001.
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which is captured in our MM5 simulation. At 18Z February
3, a weak surface low is found northeast of Taiwan (Figure
4a). It grows rapidly in the next 24 hours. At 18Z February

Figure 2. Scalar wind speed (color in m/s): (a) observed
by QuickSCAT for January–March; and (b) simulated in
MM5 for February 2001. (a) TRMM and (b) AVHRR SST
climatologies are also plotted. (c) Surface turbulence heat
flux (wm!2) and wind velocity (ms!1) in MM5.

Figure 3. Surface wind divergence (10!6 s!1): (a) in
MM5 and (b) observed by QuikSCAT. (c) TMI cloud liquid
water content climatology (10!2 mm) for January–March.
SST is overlaid in white contours at 1oC intervals to show
its correlations.

Figure 4. SLP-1000 (hPa): (a) at 18:00Z February 3 and
(b) 24 hours later at 18:00Z February 4, 2001, in the MM5
simulations under high-resolution (color shade) and
smoothed (contours) SST forcing. (c) The center pressure
of the Taiwan cyclone in members of high-resolution (blue)
and smoothed (red) SST ensembles. In (a) and (b), the
model is initialized with the NCEP analysis at 12Z 31
January 2001.
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latitude from one experiment to another with Tropical and
subtropical SST kept unchanged, to isolate the influence of
the extratropical frontal SST gradient on the troposphere.

2. Experimental Design

[5] The AGCM we used is called AFES (AGCM for
Earth Simulator) [Ohfuchi et al., 2004], with 56 vertical
levels. Its horizontal resolution (T79; equivalent to !150 km
grid interval) is sufficient for resolving the effect of an
oceanic frontal zone on large-scale atmospheric circulation.
The lower boundary of the AGCM is set as the fully global
ocean with six different latitudinal profiles of zonally uni-
form SST (Figure 1a). With this idealized “aqua-planet”
setting without any landmass, we can eliminate planetary-
scale atmospheric stationary waves forced by land-sea ther-
mal contrasts and topography as observed in the Northern
Hemisphere (NH). As in the work by Sampe et al. [2010],
one of these SST profiles was taken from the OISST data
for the South Indian Ocean [60!80°E], where the warm
Agulhas Return Current is confluent with the cool Antarctic
Circumpolar Current to maintain frontal SST gradient. The
NOAA Optimum Interpolation (OI) SST V2 is available
at http://www.cdc.noaa.gov/cdc/data.noaa.oisst.v2.html. For
any of its profiles, SST poleward of 70° is set to "1.79°C
and linearly interpolated equatorward to the poleward flank
of the SST front, to realize ice-free condition and eliminate
strong thermal contrast across the sea-ice margin. Examining
its climatic impact is, however, beyond the scope of this
study. The profile for austral winter (Jun.–Aug.) was
assigned to the model Southern Hemisphere (SH) and the
corresponding summertime profile (Dec.–Feb.) to the model
NH. With this SST profile characterized by the frontal gra-
dient at 45° latitude in both hemispheres, the AGCM was
integrated for 60 months under insolation fixed to its solstice
condition after six-month spin-up in order for obtaining

robust statistics. In our aqua-plant setting without any land-
mass, seasonality of the tropospheric circulation arises
mainly from the equatorial asymmetry in the Hadley cell and
associated STJ, which is controlled mainly by the prescribed
SST profile in the Tropics and subtropics through deter-
mining the position of the rising branch of the Hadley cell.
In this particular profile, SST peaks in the NH Tropics,
whereas subtropical SST is apparently lower in the SH. The
model SH (NH) can thus be regarded as the “winter (summer)
hemisphere”. It should be noted that our idealized experi-
ment is not designed for reproducing the observed circula-
tion in the SH. The mean states of storm tracks and
westerlies simulated with this SST profile are almost iden-
tical to those for the CTL experiment of Sampe et al. [2010],
which are nevertheless similar to their observational coun-
terpart for the Indo-Australian sector.
[6] Five 60-month integrations were then repeated with

modified SST profiles in which the frontal latitude had been
shifted artificially from 45° equatorward to 30° or poleward
to 55° with 5° intervals. For the modifications, not only the
intensity of the frontal gradient but also the SST profile
equatorward of 25° was kept unchanged (Figure 1b), so as
to fix the thermal forcing on the model Hadley cells
[cf. Brayshaw et al., 2008; Chen et al., 2010]. Our experi-
ments are thus designed to give some insight into the cli-
matological sensitivity of the atmospheric general circulation
to the latitude of an extratropical SST front. Owing to our
aqua-planet setting, the simulated climatological-mean state
exhibits a high degree of zonal symmetry. In the follow-
ing we therefore present zonally averaged statistics obtained
from our experiments.

3. Latitudes of Surface Baroclinic Zone and
Midlatitude Low-Level Storm Track

[7] The mean-flow baroclinicity can be measured by the
Eady growth rate s [Eady, 1949], which is proportional to
meridional temperature gradient and inversely to static sta-
bility [Hoskins and Valdes, 1990]. Near-surface s, which is
of critical importance for baroclinic development of synop-
tic-scale eddies, has been evaluated from the climatological
zonal-mean temperature at the 850 and 1000 hPa levels.
Figure 2a shows meridional profiles of the near-surface s in
the “winter” hemisphere for the six experiments. Each of the
profiles exhibits a distinct peak (dots) collocated with the
SST front, reflecting the anchoring of a surface baroclinic
zone through effective oceanic restoration of SAT gradient
across the SST front [Nakamura et al., 2008].
[8] Activity of baroclinically developing transient eddies

can be measured by their poleward heat transport [v′T ′],
where the bracket denotes zonal averaging and the primes
denote fluctuations that have been extracted through high-
pass filtering with a half-power cutoff period of eight days.
It is evident in the climatological-mean profile of 850 hPa
[v′T ′] for each of the experiments (dots in Figure 2b), a well-
defined single low-level storm track forms in the “winter
hemisphere”. (The storm track latitude exhibits no signifi-
cant trend during the analysis period.) As summarized in
Figure 2c, the climatological storm track in the “winter
hemisphere” shows a strong tendency to form in the
immediate vicinity of the surface baroclinic zone anchored
by the SST front whose latitude is 40° or higher. Mean-
while, the mean storm track forms slightly poleward of the

Figure 1. Latitudinal profiles of (a) SST and (b) its merid-
ional gradient, prescribed as the lower-boundary condition
for our AGCM experiments. Black lines represent observed
profiles for the South Indian Ocean as an average between
60°E and 80°E, characterized by a distinct front at 45° in
each of the hemispheres. The winter profile is assigned to
the model SH and the summer profile to the NH. Lines with
other colors indicate the profiles for sensitivity experiments,
where the latitude of the SST front is displaced to other lati-
tudes (30°, 35°, 40°, 50°, 55°) while the magnitude of SST
gradient is kept fixed.
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SST front whose latitude is 35° or lower. In fact, the surface
storm track in these experiments, defined as the latitudinal
maximum of 1000-hPa [v′T ′] is situated at SST front (not
shown). At higher levels, however, the storm track axis
shifts toward a mid-tropospheric baroclinic zone associated
with the midlatitude PFJ, which may be a factor that devi-
ates the eddy activity from its linear relationship with Eady
growth rate.
[9] In the model “summer hemisphere” (Figure 2d), the

low-level storm track forms systematically poleward of
the surface baroclinic zone if the SST front is located at 45°
or equatorward. In contrast, the mean storm track forms
equatorward of the front if located at 55°. The simulated
“summertime” storm track exhibits a clear tendency to stay
in midlatitudes, although it nevertheless shows a noticeable
tendency to follow the latitudinal shift of the SST front.

4. Axial Latitudes of the Surface Westerlies
and Their Eddy Forcing

[10] As a surface manifestation of a PFJ, midlatitude sur-
face westerlies are maintained mainly through the downward

transport of westerly momentum via poleward eddy heat
transport, while the upper-tropospheric PFJ is maintained by
the meridional eddy momentum transport mainly from STJ
[Lee and Kim, 2003; Nakamura et al., 2004]. In the trans-
formed Eulerian mean (TEM) framework, eddy forcing of
the surface westerlies can be approximated as the near-
surface divergence of the Eliassen-Palm (E-P) flux [Andrews
and McIntyre, 1976]. The meridional and vertical compo-
nents of the E-P flux are proportional to the meridional eddy
transport of westerly momentum [u′v′] and heat [v′T ′],
respectively. Figures 3a and 3b show the peak latitude of
the climatological-mean eddy forcing for the “winter” and
“summer” hemispheres, respectively, as approximated by
925-hPa E-P flux divergence associated with sub-weekly
disturbances [Edmon et al., 1980].
[11] In the “winter” hemisphere (Figure 3a), the peak

latitude of the eddy acceleration follows the latitudinal shift
of the SST front and low-level storm track (Figure 2c), while
being displaced systematically poleward from the front.
The displacement is consistent with a slight poleward tilt of
the maximum [v′T ′] with height (not shown). In a manner
consistent with the eddy acceleration, the axis of the clima-
tological-mean 925-hPa westerlies [U] is systematically
poleward of the front (Figure 3a). The near-surface [U] axis
tends to be farther poleward of the maximum eddy acceler-
ation if the SST front is located at 40° or a lower latitude.
For the SST front at subpolar latitude (50° or 55°), in con-
trast, the climatological-mean near-surface westerlies exhibit
double jet structure with another axis around 40°. Driven by
eddies away from the SST front, the presence of the sec-
ondary branch of the near-surface [U] implies the impor-
tance of atmospheric internal dynamics that is not directly
related to the thermal influence of the frontal SST gradient.
[12] In the “summer” hemisphere (Figure 3b), the surface

westerly axis is situated systematically poleward of the SST
front as long as it is at 45° or lower latitude. This poleward
displacement is consistent with the positions of the storm
track and associated eddy forcing. Unlike in the “winter”
hemisphere, no double jet structure emerges for the SST
situated at subpolar latitude (50° or 55°). In this case, the
surface westerly axis again forms in midlatitudes away from
the SST front. This result suggests a large contribution from
internal dynamics via eddy-mean flow interaction to the
maintenance of the surface westerlies. The particular con-
tribution tends to be comparable to or even dominant over
the anchoring effect on the surface westerly jet to the SST
front when located at subpolar latitude, in agreement with
Brayshaw et al. [2008]. Interestingly, the midlatitude west-
erly axis almost coincides with the single westerly axis
simulated in the NF experiment by Nakamura et al. [2008]
and Sampe et al. [2010], where the frontal gradient is arti-
ficially removed from their SST profile (their “NF” profile).
This implies that the thermal forcing of a subpolar SST front
on the lower-tropospheric circulation tends to be less effec-
tive than that of a midlatitude or subtropical SST front,
leading to the dominance of the internal dynamics postulated
by Robinson [2006].

5. Latitudes of Upper-Level Storm Track and PFJ

[13] Figure 3c shows the climatological-mean axis of an
upper-level storm track in the “winter hemisphere” simu-
lated in each of the experiments, defined as the peak latitude

Figure 2. Meridional profiles of the “wintertime” climatol-
ogies of (a) Eady growth rate [s] estimated for the 1000–
850 hPa layer and (b) 850-hPa poleward eddy heat flux
([v′T ′], K m/s) associated with sub-weekly disturbances.
Based on 60-month AGCM integrations with the SST pro-
files shown in Figure 1, each of which is characterized by
a front whose position is indicated with a colored triangle.
(c) Diagram showing the climatological-mean latitudes
(ordinate) of maximum [s] (red) and [v′T ′] (green) for the
“winter” hemisphere as function of the frontal latitude
(abscissa; also dotted line). (d) As in Figure 2c, but for the
“summer” hemisphere.
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contributes to the explosive deepening through pre-
cipitation (Yoshida and Asuma 2004; Kuwano-Yoshida
and Asuma 2008; Hirata et al. 2015). However, the
negative anomaly in the sensible heat flux north of the
SST front weakens the EGR at approximately 438N,
suppressing cyclone development north of the
SST front.
Storm-track strength measured by y0T 0, y0y0, and y0q0

shows different responses. The differences in y0T 0 be-
tween CNTL and SMTHK are very small over the
NWP SST front, whereas the differences in y0y0 and y0q0

exhibit zonal dipole patterns similar to that of
LDR24P1 (Fig. 5). These results suggest that the in-
crease in explosive deepening events enhances the
meridional wind and moisture transport eddy compo-
nents in CNTL, although the meridional heat transport
by the eddy components does not substantially change
between CNTL and SMTHK. This finding suggests that
moist processes are more important to the explosive
deepening in CNTL than dry processes estimated by
the EGR and y0T 0.
To understand how the LDR24P1 response occurs, the

LDR is diagnosed using Eqs. (4) and (5). The monthly
averages of each term in Eqs. (4) and (5) are computed
such that grids where LDR24$ 1 are added and the other
grids are added as zero in the average to estimate the
contribution to LDR24P1. The differences in the monthly
averages between CNTL and SMTHK show that the ITT
explains a majority of the LDR24P1 difference (Fig. 6a).
The Df and EP exhibit only a small contribution to the
difference, although the EP difference is statistically
significant (Figs. 6b,c). The present results are con-
sistent with Fink et al. (2012), who showed that the
ITT is the dominant component of explosive cyclone
development over the North Atlantic.
The contributions of dynamical and physical processes

to the ITT difference show that the latent heat release of
LSC plays a dominant role (Fig. 7). In CNTL, LSC
strengthens the ITT, whereas RADL weakens it over the
NWP. In SMTHK, LSC contributes to the large
LDR24P1 in the NEP. Because the latent heat release
associated with condensation is amajor developing factor
for explosive cyclones over the NWP (Yoshida and
Asuma 2004; Kuwano-Yoshida and Asuma 2008), the
result suggests that the NWP SST front contributes to
explosive cyclone development by changing the latent
heat release. The detailed process of latent heat release in
the individual cyclone is discussed in section 5.

4. Large-scale response

The monthly mean fields of SLP and geopotential
height in January show the large-scale response to the

NWP SST front (Fig. 8c). Their positive anomalies in
CNTL compared with SMTHK appear barotropically
over the Gulf of Alaska from the surface to 500hPa
(Fig. 8d). Although large interannual variability associ-
ated with the Aleutian low decreases the confidence level
over the central North Pacific, these responses are similar
to the atmospheric responses to the interannual and de-
cadal variations of the NWP SST front (O’Reilly and
Czaja 2015; Taguchi et al. 2012). The large-scale response
in January is larger than that in December and February
(Figs. 8a,e), which is consistent with Taguchi et al. (2012).
The large-scale atmospheric response can be un-

derstood as the meridional migration of the westerly jet
axis in the upper troposphere over the NEP. Figure 9
displays the occurrence frequency of the upper-level jet
axis detected by the meridional maximum of the

FIG. 5. The differences in (a) y0T 0 (shaded; m s21 K), (b) y0y0

(shaded; m2 s22), and (c) y0q0 (g kg21 m s21) at 850 hPa between
CNTL and SMTHK in January. The 95% confidence level is
shown by thick contours. The means of CNTL are shown by thin
contours.
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track, proposed by Kuwano-Yoshida (2014), which can
be defined as follows:

LDR52
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where psfc is the surface pressure, t is the time, and u is
the latitude. In the present study, the 24-h center dif-
ference of the surface pressure, which is referred to as
LDR24, is computed as follows:

LDR2452
psfc(t1 12 h)2psfc(t2 12 h)

24
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using 6-hourly surface pressure data. Monthly storm-
track activity is estimated using the monthly means of
the positive LDR24 (LDR24P0) for all cyclones and
LDR24$ 1 hPah21 (LDR24P1) for explosive cyclones.
As shown in Kuwano-Yoshida (2014), the threshold of

LDR24P1 is equivalent to explosive cyclones defined by
the normalized deepening rate based on the cyclone
center SLP proposed by Sanders and Gyakum (1980).
The LDR24P0 and LDR24P1 are defined as follows:
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where nis the number of time steps in the month, and
m is a threshold (0 or 1 hPah21). Note that LDR24P0 is
the sum of LDR24P1 and the sum of LDR24 between
0 and 1hPah21 divided by n.
One of the advantages of the LDR is that the factors

influencing it can be diagnosed using the pressure ten-
dency equation introduced by Fink et al. (2012):
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FIG. 1. Climatological SSTs in January for (a) CNTL and (b) SMTHK and (c) the difference between CNTL
and SMTHK (K). (d) The difference in the horizontal SST gradient between CNTL and SMTHK
[K (100 km)21].
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Strong Kuroshio SST front strengthens the storm track 
in the west and pushes northward in the downstream.

— Is this a robust response?
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Y. KUSHNIR,1 W. A. ROBINSON,# I. BLADÉ,@ N. M. J. HALL,& S. PENG,** AND R. SUTTON11

1Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York
#Department of Atmospheric Sciences, University of Illinois at Urbana–Champaign, Urbana, Illinois

@Laboratori d’Enginyeria Maritima, Universitat Politécnia de Catalunya, Barcelona, Spain
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ABSTRACT

The advances in our understanding of extratropical atmosphere–ocean interaction over the past decade and a
half are examined, focusing on the atmospheric response to sea surface temperature anomalies. The main goal
of the paper is to assess what was learned from general circulation model (GCM) experiments over the recent
two decades or so. Observational evidence regarding the nature of the interaction and dynamical theory of
atmospheric anomalies forced by surface thermal anomalies is reviewed. Three types of GCM experiments used
to address this problem are then examined: models with fixed climatological conditions and idealized, stationary
SST anomalies; models with seasonally evolving climatology forced with realistic, time-varying SST anomalies;
and models coupled to an interactive ocean. From representative recent studies, it is argued that the extratropical
atmosphere does respond to changes in underlying SST although the response is small compared to internal
(unforced) variability. Two types of interactions govern the response. One is an eddy-mediated process, in which
a baroclinic response to thermal forcing induces and combines with changes in the position or strength of the
storm tracks. This process can lead to an equivalent barotropic response that feeds back positively on the ocean
mixed layer temperature. The other is a linear, thermodynamic interaction in which an equivalent-barotropic
low-frequency atmospheric anomaly forces a change in SST and then experiences reduced surface thermal
damping due to the SST adjustment. Both processes contribute to an increase in variance and persistence of
low-frequency atmospheric anomalies and, in fact, may act together in the natural system.

1. Introduction

a. The problem

The interaction between the ocean and the atmosphere
is a key to understanding and predicting climate vari-
ability. This review addresses one aspect of this prob-
lem, the interaction between the extratropical ocean and
its overlying atmosphere. Early research on this problem
includes the pioneering work of Namias (Namias 1959,
1965a,b, 1972), who sought to establish methods for
short-term climate prediction, and that of Bjerknes
(Bjerknes 1959, 1964), who set the stage for the present-
day study of decadal climate variability. Recent ad-
vances in understanding tropical atmosphere–ocean in-
teractions, specifically the El Niño–Southern Oscillation

* Lamont-Doherty Earth Observatory Contribution Number 6329.
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Doherty Earth Observatory, Columbia University, Palisades, NY
10964.
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(ENSO) phenomenon, and the success in applying this
understanding to climate prediction, spurred interest in
the extratropical interaction as the next challenge in de-
veloping a more skillful climate prediction system.
Moreover, the search for the causes of decadal climate
variability and for perplexing shifts and trends in key
circulation indices, including that of ENSO, have fueled
the debate over the role of the extratropical oceans in
long-term climate variability (Latif and Barnett 1994,
1996; Gu and Philander 1997; Saravanan et al. 2000;
Marshall et al. 2001).
Here we take the view that the ocean participates in

climate variability through anomalies in the sea surface
temperature, and we address the question of how the
atmosphere responds to such anomalies. Extratropical
SST anomalies are generated mainly by the atmosphere,
through turbulent fluxes of moist static energy at the
air–sea interface, or through wind stress anomalies that
cause turbulence and shallow (Ekman) currents in the
upper ocean (e.g., Junge and Haine 2001). As described
in the comprehensive review by Frankignoul (Frankig-
noul 1985, hereafter F85) the theoretical basis for un-
derstanding the atmospheric influence on the extratrop-
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on the large-scale circulation. In contrast, Wills et al.
(2016) identified the significant transient atmospheric
circulation responses that lag the SST anomalies in the
GS extension by several weeks, with the pattern of re-
sponse characterized by the anomalous low (high) sea
level pressure (SLP) over the GS region (south of Ice-
land). Similarly, O’Reilly et al. (2017) found the north-
ward shift of the North Atlantic eddy-driven jet and the
increase in European blocking frequency in response to
the GS SST front (see also O’Reilly et al. 2016).
Focusing on interannual to longer time scales, Kwon

and Joyce (2013) used lead–lag regression analysis to
find a significant relationship between the GSI and the
North Atlantic SST when the GSI leads by 1 yr in the
absence of the tropical influence. The corresponding
regressed SST pattern is shown in Fig. 1b. For the GS
displaced northward by a unit standard deviation (nor-
malized s), a warm SST anomaly up to 0.48C emerges
from Cape Hatteras toward the Grand Banks and
downstream of the GS. The SST anomaly of the

opposite sign and weaker amplitude (; 0.28C) is found
to the north, representing the strength of the subpolar
gyre. Since the observed range of the GSI remains
within 63s (Fig. 1a), the amplitude of the correspond-
ing SST anomaly is expected to be within 618C. In re-
sponse to the SST anomaly, the significant reduction in
the transient eddy heat flux (shading), accompanied by
the enhanced 250-hPa geopotential height Z250 that is in
quadrature (contours), can be detected downstream of
the GS toward Scandinavia and the Nordic Sea (Fig. 1c).
The enhanced transient eddy activity and anomalous
troughs are also found near Greenland and over western
Europe. The eddy flux and the Z250 patterns overall
suggest an NAO-like response in the atmospheric cir-
culation to the GS SST anomaly.
Using atmospheric general circulation models

(AGCMs), a number of studies demonstrated the North
Atlantic SST anomaly influences not only the storm
track (e.g., Kushnir et al. 2002; Palmer and Sun 1985,
Peng et al. 1995;Woollings et al. 2010a; Small et al. 2014;

FIG. 1. (a) Detrended and normalized (to unit standard deviation) JFM GSI (Joyce et al. 2000) for the period
1954–2012. (bottom) The linearly regressed (b) SST (color shading, 8C) and (c) column-integrated (1000–50 hPa)
northward synoptic eddy heat flux (color shading, 107Wm21) overlaid with theZ250 (m, CI5 2) when the JFMGSI
leads by 1 yr (Kwon and Joyce 2013). In (b) and (c), themean position of theGS is shown as thick black lines; and in
(b) the 68, 88, and 108C isotherms by thin black contours. Tropical influence is removed based on the linear re-
gression on the leading principal components of the tropical Indo-Pacific SST and tropical Atlantic SST.
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the nonlinear and total responses resemble the NAO,
the leading wintertime mode of variability in the model
(Fig. 3). The linear response pattern, in contrast, does
not resemble any of the higher-order EOF patterns in
the CTL (not shown), suggesting that it is a direct and
forced response. Further discussion of this direct and
forced response is provided in section 3e.
The nonlinear responses generated from other pairs of

SST anomaly experiments with different sizes (fourth
column in Fig. 4) exhibit surprisingly similar broad-scale
features given that the difference in themagnitude of SST
used in these experiments is up to 81 times [i.e., from
(1/9)s to 9s]. On the other hand, the amplitude of the
linear response (third column of Fig. 4) seems to scale

with that of the SST forcing (cf. Deser et al. 2004): the
most prominent examples of this are the cases of 9s6
SST anomalies. Representing the extreme northward GS
shift condition, the 9s1 SST forcing produces the
equivalent barotropic ridge in the total response that is
dramatically enhanced and located closer to the GS than
other less dramatic SST anomalies (Fig. 4k). This is an
exaggerated linear response at the expense of the com-
paratively weaker nonlinear response (Fig. 4l). Thus, the
SST anomaly. 38C near the GS can force the system to
behave more linearly; yet, even in this case the linear
response does not supersede the nonlinear response.
Figure 4 also shows that the magnitude of the time-

mean total atmospheric responses is relatively insensitive

FIG. 4. The time-mean (November–April) and ensemble mean (40 members) responses in Z250 (shading, m) and SLP (contours, hPa,
CI5 0.5 starting from60.5) to (a),(c),(e),(g),(i) positive and (b),(d),(f),(h),(j) negative SST anomaly patterns. Each row is for the different
anomaly amplitudes decreasing from (top row) 9s to (bottom row) (1/9)s. Decomposition of the Z250 and SLP responses to the
(k),(m),(o),(q),(s) LI and (l),(n),(p),(r),(t) NL parts. In (k)–(t), the SLP contour (green) interval is 0.25 starting from60.25. The
significant response at the 95% confidence level for Z250 is shown by gray dots.
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ocean interactions in observations and models, and their
influence should not be neglected.

3. Theoretical background: Atmospheric response
to fixed SST anomalies

a. General remarks

In considering the atmospheric response to oceanic
forcing, we break into a coupled system, and treat in-
teractions in one direction only. The theory discussed
in this section describes how an oceanic thermal anom-
aly can deliver to the atmosphere information stored by
the ocean’s thermal capacity or transmitted by ocean
currents. This theory is only part, albeit an essential
one, of an understanding of the fully coupled system.
Even the one-way interaction problem, however, must
be idealized if it is to be tractable. A large class of
theoretical models is based on a linearized version of
the geostrophic or primitive system of equations. A
choice must be made to consider the atmospheric re-
sponse to either an imposed SST anomaly or an imposed
corresponding atmospheric heating anomaly. The for-
mer approach is taken in full GCM experiments, because
these models calculate the surface heat flux and the
subsequent sensible and latent heating within the at-
mosphere as the latter responds to the SST change, but
theoretical models, linear or nonlinear, commonly use
prescribed heating anomalies to represent the SST ef-
fect. Theoretical studies usually examine the stationary
response to the SST-related perturbation, while GCM
integrations are time dependent. This section examines
the hierarchy of theoretical models used to study the
extratropical response to surface heating anomalies.

b. Linear response to heating

The magnitude of a dynamical atmospheric response
in midlatitudes is often measured as the 500-hPa height
response to a surface thermal anomaly. An estimate of
the largest perturbation likely to arise from a midlatitude
SST anomaly can be established by vertically integrating
the hydrostatic equation. Imagine that the entire lower
half of the troposphere has come into thermal equilibrium
with an SST anomaly, , though this is surely an over-T90
estimate of the possible effects of the surface flux on the
local change of air temperature. Thus, a temperature per-
turbation exists between p 5 (1000 1 ) hPa and pp9surface
5 500 hPa, and the hypsometric equation gives

T9 1 p9o surfacez9 ¯ z 1 . (3.1)500 5001 2T ln2 1000a

For 5 1 K, the baroclinic contribution to z9 fromT90
the first term is about 20 m. The barotropic contribution,
if it exists, will add or subtract about 7 m for every 1
hPa of surface pressure perturbation, , and shouldp9surface
not be overlooked. The direct linear, geopotential height
response to atmospheric heating, discussed below, in-

variably features a surface low beneath the upper-air
high, thereby weakening the hydrostatic, upper-air re-
sponse. When midlatitude dynamical feedbacks are in-
cluded, however, the surface pressure response may
have the same sign as the geopotential response aloft.
The observed standard deviation of 500-hPa heights on
monthly to interannual timescales is of the order of 50–
100 m. Thus, while it is possible for the response to an
SST anomaly to provide a significant signal at the 500-
hPa level, this signal is almost certainly smaller than
the unforced variability, and might be hard to detect in
GCM integrations. To proceed to a more realistic quan-
titative solution, nonlocal dynamical effects must be in-
cluded. An excellent discussion of theoretical and mod-
eling studies of the effect of diabatic heating in the
midlatitude atmosphere is provided in F85. Only a sum-
mary of the principal conclusions is provided here.
In quasigeostrophic theory, relevant to the extratropics,

a heating anomaly acts as a source of potential vorticity
below the level of maximum heating, where heating tends
to increase the static stability, and a sink above the heat-
ing, where heating tends to decrease the static stability.1
Surface heating, if present, is equivalent to a source of
potential vorticity at the lower boundary,2 but there is a
compensating sink immediately above the surface, if the
heating decreases with height. The vertically integrated
potential vorticity source from heating is exactly zero, so
heating cannot directly force a barotropic response.
If, as is generally the case, the response is at least

partially in phase with the forcing, there is positive po-
tential vorticity with its associated negative geopotential
anomaly at low levels, and negative potential vorticity
with its associated positive geopotential anomaly aloft.
As described in Hoskins and Karoly (1981), at lower-
tropospheric levels, the thermodynamic energy equation
determines the pattern of the response: the heating is
balanced by either zonal or meridional temperature ad-
vection, depending on the depth of the heating. For deep
heating, meridional advection dominates, requiring a
downstream shift in the surface low. For shallow heat-
ing, zonal advection is also important, requiring a bar-
oclinic warm core structure, shifted downstream from
the heat source (Hoskins and Karoly 1981). At upper
levels, the vorticity equation determines the balance, and
the potential vorticity sink can be balanced either by
zonal advection, implying a low west of the heating and
a high downwind, or by meridional advection across the
mean potential vorticity gradient, implying a down-
stream low. For the horizontal spatial scale of a typical
SST anomaly, zonal advection dominates, giving a

1 In the QG framework potential vorticity q, is given by q 5 by
1 ß 2 ]/]p[( f 0 /s)(RT/p)]. Because heating, Q, drives a temperature
change, dT/dt, the rate of change of potential vorticity is related to
the vertical gradient of Q, or dq/dt 1 · · · 5 2]/]p[( f 0 /s)(RQ/p)].

2 In this case, the heating enters as a lower boundary condition on
q: dqb/dt 1 · · · 5 ( f 0/s)(RQ/pb), where qb 5 ( f 0/s)(RT/p) | b.
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experiments and reconciling the differences among them,
past results suggest a set of common conclusions:

• GCM responses to extratropical SST anomalies with
realistic spatial sizes and amplitudes of up to a few
degrees are on the order of 10–20 gpm K21 anomaly
at 500 hPa. These values are in agreement with the-
oretical considerations and are small compared to
intrinsic atmospheric variability or to the GCM re-
sponse to tropical SST anomalies (e.g., Ferranti et
al. 1994).

• Most GCMs exhibit a positive correlation between
the upward surface flux of moist static energy and
the prescribed SST anomalies, implying a damping
of the latter. The rate of damping is typically, 10–
20 W m22 K21 (e.g., Kushnir and Held 1996). In
contrast, observed SST anomalies are generally driv-
en by surface fluxes [see section 2b(1)]. Arguably,
the GCM surface flux response can be seen as con-
nected with the observed thermodynamic adjustment
of the marine boundary layer temperature and hu-
midity to the change in SST (Frankignoul et al.
1998). Some notable exceptions to this surface flux
discrepency are associated with transient experi-
ments (i.e., short integrations on the order of a month
or two) that also display a strong equivalent baro-
tropic response unlike that suggested by linear con-
siderations (see more below).

• In GCM experiments, precipitation response to the
imposed SST anomalies occurs close to the latter re-
flecting only a small downstream displacement due to
advection. The corresponding anomalous heating pro-
file is much shallower than the heating induced by
tropical SST anomalies (e.g., Kushnir and Held 1996;
Peng et al. 1997). This situation justifies the typical
heating functions imposed in theoretical modeling
studies (section 3).

• The most reproducible part of the response is the
change in lower-tropospheric temperature, which
tends to be largest near the surface and to decay rap-
idly with height. The change in surface temperature
tends to be smaller than the imposed SST anomaly,
consistent with the surface flux response (e.g., Kushnir
and Held 1996; Peng et al. 1997).

• There is evidence that the response is sensitive to the
model’s climatological basic state and that shifts in
the storm tracks play a role in the response to im-
posed SST anomalies (e.g., Peng et al. 1997; Peng
et al. 1995).

• Coupled GCM studies, in which the ocean can re-
spond to the changes in the atmosphere, are capable
of generating joint variability in SST and the at-
mosphere similar to that found in observations, in-
cluding the observed correlation between SST and
surface fluxes. Coupled GCMs can be used in a hi-
erarchical modeling approach (e.g., with uncoupled
GCMs) to assess the significance of SST feedback

on the atmosphere (e.g., Bladé 1997; Saravanan
1998; and see section 5).

b. GCM response to stationary and simplified SST
anomalies

Early GCM experiments exploring the atmospheric
response to extratropical SST anomalies were designed
as an extension of theoretical studies, that is, they were
meant to determine and to understand how the atmo-
sphere responds to a stationary patch of unusually warm
or cold ocean placed in mid- or high latitudes. Various
simplifications in GCM experiments with prescribed
SST anomalies were motivated by the realization that
the ‘‘signal-to-noise’’ ratio in such experiments is low,
and by the desire to remain close to the setting in the-
oretical models and thereby simplify the interpretation
of the results. These simplifications generally involve
one or more of the following modifications of the natural
system:

• The prescribed SST anomalies are stripped of details
to capture the ‘‘essential features’’ of the observed
patterns, or to preserve just the extratropical portion
of a more global pattern and the prescribed SST anom-
alies are amplified to induce a clearly detectable re-
sponse pattern (e.g., Palmer and Sun 1985; Ferranti
et al. 1994; Pitcher et al. 1988; Kushnir and Held
1996).

• The models are integrated in ‘‘perpetual month’’ con-
ditions, that is, fixing the climatological SST back-
ground to that of a single calendar month, holding the
solar zenith angle at that month’s value, and keeping
soil moisture and snow cover at their climatological
values to reduce other sources of variability.

Most simplified experiments are integrated for a time
much longer than a month, allowing the model atmo-
sphere to equilibrate with the anomalous SST (e.g.,
Pitcher et al. 1988; Kushnir and Held 1996). Alterna-
tively, ensembles of short experiments are executed in
which the same SST anomaly is imposed but with dif-
ferent initial conditions, all consistent with the corre-
sponding calendar month (Palmer and Sun 1985; Peng
et al. 1995). Results are compared to ensembles of un-
perturbed runs or to integrations forced with the op-
posite sign of the same anomaly, thus potentially en-
hancing the signal-to-noise ratio (e.g., Palmer and Sun
1985). Kushnir and Lau (1992) suggested that the meth-
od of integration influences the response, because the
adjustment of the atmosphere to the perturbed SST dis-
tribution involves timescales longer than a season.
Table 1 lists several representative studies in which

atmospheric GCMs were forced with stationary SST
anomalies. Despite the relatively simple experimental
setting, response patterns vary considerably, from bar-
oclinic patterns that resemble the response of linear
models (Kushnir and Held 1996) to equivalent baro-

SSTA associated w/ shift of the GS of ±1K
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Complications over the WBC regions

O’Neill et al. (2017) JCLI

and Seo (2017) through extensive manual analyses and comparison with the objective metric from
Hewson (1998). The F diagnostic has been recently employed in a wide variety of other studies (e.g.,
Messori et al., 2017; Parfitt, Czaja, & Kwon, 2017; Sasaki & Yamada, 2017), and temperature gradient and
relative vorticity variables have also been used for more general frontal activity metrics (Solman & Orlanski,
2010). It is noted that the main conclusions of this study do not change if one employs the diagnostic
from Hewson (1998) instead.

3. Results
3.1. Time-Mean and Snapshot NSWC/NSWD

Figure 1 illustrates the time-mean NSWC/near-surface wind divergence (NSWC/NSWD) fields for the period
DJF 1979–2010 over the (a) KE and (b) GS, with the time-mean SSTs superimposed to illustrate the regions
of strong SST gradients. In all figures in this paper, the convention is adopted that positive (negative) shading
denotes NSWD (NSWC). As has been previously observed, patterns of NSWC are located on the warm side of
the strong SST gradients, on the order 2 × 10!6 s!1. The strongest time-mean NSWC is found in the KE region,
accompanied on the cold side of the SST front by a NSWD of the same magnitude. In the GS region, the time-
mean NSWC is slightly lower, with the corresponding NSWD mostly localized near the region ~50°W, 42°N.
Large time-mean values of both NSWC and NSWD are observed close to land due to the effect of coastlines
on the near-surface wind fields.

Figure 1. The time-mean near-surface wind convergence/divergence field for the period December–February 1979–2010
over the Kuroshio Extension and (b) Gulf Stream. The coastline is plotted as a thick black line and the continent masked in
gray. The time-mean sea surface temperature contours for the same period are also plotted as thin black lines from 3
to 24 °C at 3 °C intervals. Instantaneous snapshots of the near-surface wind convergence/divergence field are shown at
(c) 0000 UTC on 24 December 1979 over the Kuroshio Extension and (d) 0000 UTC on 12 February 1980 over the Gulf
Stream. Atmospheric fronts, identified where the variable F exceeds a threshold of 1, are highlighted in magenta.
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and Seo (2017) through extensive manual analyses and comparison with the objective metric from
Hewson (1998). The F diagnostic has been recently employed in a wide variety of other studies (e.g.,
Messori et al., 2017; Parfitt, Czaja, & Kwon, 2017; Sasaki & Yamada, 2017), and temperature gradient and
relative vorticity variables have also been used for more general frontal activity metrics (Solman & Orlanski,
2010). It is noted that the main conclusions of this study do not change if one employs the diagnostic
from Hewson (1998) instead.

3. Results
3.1. Time-Mean and Snapshot NSWC/NSWD

Figure 1 illustrates the time-mean NSWC/near-surface wind divergence (NSWC/NSWD) fields for the period
DJF 1979–2010 over the (a) KE and (b) GS, with the time-mean SSTs superimposed to illustrate the regions
of strong SST gradients. In all figures in this paper, the convention is adopted that positive (negative) shading
denotes NSWD (NSWC). As has been previously observed, patterns of NSWC are located on the warm side of
the strong SST gradients, on the order 2 × 10!6 s!1. The strongest time-mean NSWC is found in the KE region,
accompanied on the cold side of the SST front by a NSWD of the same magnitude. In the GS region, the time-
mean NSWC is slightly lower, with the corresponding NSWD mostly localized near the region ~50°W, 42°N.
Large time-mean values of both NSWC and NSWD are observed close to land due to the effect of coastlines
on the near-surface wind fields.

Figure 1. The time-mean near-surface wind convergence/divergence field for the period December–February 1979–2010
over the Kuroshio Extension and (b) Gulf Stream. The coastline is plotted as a thick black line and the continent masked in
gray. The time-mean sea surface temperature contours for the same period are also plotted as thin black lines from 3
to 24 °C at 3 °C intervals. Instantaneous snapshots of the near-surface wind convergence/divergence field are shown at
(c) 0000 UTC on 24 December 1979 over the Kuroshio Extension and (d) 0000 UTC on 12 February 1980 over the Gulf
Stream. Atmospheric fronts, identified where the variable F exceeds a threshold of 1, are highlighted in magenta.
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spatially low-pass-filtered fields are shown in Figs. 11c
and 11d. Perhaps the most significant result here is that
the spatially high-pass-filtered fields are nearly identical
for the temporally unfiltered and 2s-filtered fields. The
corresponding spatially low-pass-filtered fields, how-
ever, are much different, as evident from comparing
the panels in Figs. 11c and 11d. This indicates that the
synoptic weather variability discarded in the 2s-filtered
fields essentially leaves a large-scale residual conver-
gence pattern in the time-mean divergence fields.
While aminimumof time-meanAWdivergence over the

Gulf Streammaybeevidenceof an atmospheric response to
SST, it does not imply that SST forces a deep atmospheric
response according to the EBMAmechanism. Aminimum

of surface divergence does not by itself provide the neces-
sary forcing to achieve a deep atmospheric response. In this
case, if the large-scale fields are interpreted as evidence of
forcing by storms and small-scale SST, then storms are still
necessary to explain the ‘‘anchoring’’ of convergence and
upward motion over the Gulf Stream.
Finally, it is noted that none of these techniques perfectly

remove all traces of storms from the instantaneous di-
vergence, so the divergence minima along the Gulf Stream
in the filtered mean fields is not a clear indication of local
air–sea interaction but could very well be storm related.
Nonetheless, our conclusion is that the existence of the
GSCZ in the time-meanwinds owes its existence to extreme
storm convergences, since removing a relatively small

FIG. 10. Maps of the seasonal-mean QuikSCAT divergence averaged for (a) DJF and (b) JJA during the 10-yr
period November 1999–October 2009. (c),(d) The DJF and JJA means for the 2s extreme-value-filtered di-
vergence, respectively.
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Discussion Points

1. Improve understanding of the physics of air-sea coupling at increasingly 
small and transient scales.

2. Develop spatio/temporal-scale dependent diagnostic methods
3. Detect the eddy/front-forced midlatitude storm track variability from the 

intrinsic atmospheric internal variability
4. Quantify feedback mechanisms onto the ocean circulation/energetics, 

the large-scale atmospheric circulation, and the hydrologic cycle.
5. Guide in situ observational strategies and satellite remote sensing and 

coordinate modeling studies
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• Construct a common modeling framework to diagnose the air-sea interaction
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temporal scales for study of mesoscale air-sea interaction
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