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subtropical drying, including Southern Mexico, the
Caribbean, the Mediterranean, and the Sahel region
(see Solomon et al. 2007). This apparent difference
between the model and observations may be explained
by the stronger tropical warming in coupled models,
particularly in the Pacific, as discussed above. As shown
in previous studies (e.g., Yin 2005), one of the robust
responses of the atmospheric circulation to greenhouse
forcing is northward-shifted storm tracks, which en-
hance precipitation in the high latitudes and drying in
the subtropics (see also Held and Soden 2006). Figure 7
suggests that this mechanism may not be as advanced in
reality as predicted in the coupled models, perhaps be-
cause of the lesser warming of the Pacific Ocean in
observations compared to the model simulations. Fur-
ther analysis is needed to confirm such connections.
The internally generated, AMO-related patterns in

temperature and precipitation are generally consistent
with the findings of previous studies. The temperature
pattern (Fig. 7b) is characterized by basinwide warming
over the North Atlantic and its surrounding regions. For
precipitation (Fig. 7d), the most dominant feature is the
positive anomaly over the Sahel associated with the
warming phase of the AMO (Knight et al. 2006; Zhang

and Delworth 2006), opposite to that associated with
the externally forced warming. This is not surprising
considering that the Atlantic SST patterns associated
with external forcing (Fig. 7a) and the AMO (Fig. 7b)
imply different polarities of the Atlantic interhemi-
spheric SST gradient in the warm phase of the AMO
and during global warming. The interhemispheric gra-
dient is a key factor in determining the seasonal position
of the Atlantic intertropical convergence zone (ITCZ),
which governs rainfall over tropical Africa. Thus, when
a global warming trend occurs with a cooling trend of
the AMO, one would expect the Sahel to experience
extreme drying conditions, such as was the case in 1960–
70. Other features of the AMO-related precipitation
anomalies are less significant, indicating drying of parts
of North and South America and Australia and an en-
hanced Indian monsoon and rainfall over northern Asia.
Another interesting finding in Fig. 7 is the opposite

impact of a warm AMO and the externally forced
warming trend on South Greenland temperature. Al-
though the externally forced trend is negative along the
South Greenland coast, the AMOwarming trend there is
positive. This is consistent with the simulation of models
examined in this study (not shown). A recent study

FIG. 7. Spatial pattern of regression between forced NA SST and the global surface (a) temperature and (c) precipitation, and between
the naturally oscillating NA SST (AMO) and the global surface (b) temperature and (d) precipitation for the twentieth century. The land
surface temperature and precipitation data are taken from CRU’s 0.58 3 0.58 version and the SST over ocean is taken from GISS. Only
the regression values that exceed the 5% statistical significance level based on Monte Carlo method (details in text) is plotted. Units are
degrees Celsius per standard deviation of SST index for surface temperature and millimeters per month per standard deviation of SST
index for precipitation.
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This points to a larger forced role in this period. Other processes not
represented by our ensemble-mean response (such as ocean dynamical
changes) may also contribute to this early trend.
In examining why the HadGEM2-ES ensemble reproduces the

observed NASST variability better than previous multimodel studies
have done6,9 (Fig. 1a, b), we can discount the possibility that the
HadGEM2-ES variability is predetermined, because the initial condi-
tions were selected to sample different phases of Atlantic variability26.
Furthermore, an additional HadGEM2-ES ensemble that omits
changes in aerosol emissions neither has the same multidecadal vari-
ability as the all-forcings ensemble nor reproduces the observed
NASSTs (Fig. 2a).
Replication of a large fraction of the observed NASST variability by

HadGEM2-ES allows us to identify forcings andmechanisms, consist-
ent with the observed variability, within the model framework.
Variability of ensemble-mean NASST from historical simulations
including time-varying aerosol emissions is strongly correlated with
variability in simulated net surface shortwave radiation (Fig. 2b),
which in turn has the same temporal structure as variability in aerosol
optical depth changes (Fig. 2c) and periods of volcanic activity (Fig. 2d).
Other terms in the surface heat budget (Supplementary Fig. 2) have a
role in the simulated NASST change. However, it is the surface short-
wave component that produces the dominant multidecadal variations.

Volcanoes and aerosols respectively explain 23 and 66%of the temporal
(10-yr-smoothed) multidecadal variability of the detrended NASST
(Supplementary Fig. 5). Combining both contributions explains 76%
(80%after inclusion ofmineral dust aerosols) of the simulated variance.
Inclusion of mineral dust processes may potentially be important
because emissions are known to respond to North-Atlantic-driven
changes in Sahel rainfall, and thus represent an important positive
feedback on NASSTs in the real world12. The lack of a multidecadal
dust signal (Supplementary Information) inHadGEM2-ES simulations
suggests that we are likely to be underestimating the magnitude of the
forced Atlantic response.
The volcanic influence on Atlantic variability has been demon-

strated previously12,22. We focus on the anthropogenic aerosol com-
ponent of the shortwave changes identified here as driving the model’s
multidecadal NASST variability. Aerosol concentration changes influ-
ence the spatial response (Fig. 3) of NASST as well as its temporal
evolution. Prevailingwinds advect aerosols emitted in industrial North
America in a band across the North Atlantic that mixes with polluted
air masses over Europe before being transported by trade winds south
and west. The large-scale pattern of shortwave change is explained by
the effect of cloud microphysical response to these changes in aerosol
concentration. The shortwave variability largely occurs where aerosol
changes coincide with large-scale cloud distribution. On a regional
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Figure 1 | Atlantic surface temperatures. Comparison of the area-averaged
North Atlantic SSTs (defined as 7.5–75uW and 0–60uN), relative to the 1901–
1999 average, of an observational estimate (the US National Oceanic and
Atmospheric Administration’s Extended Reconstructed SST27 (ERSST), black)
and two published6,9 CMIP3 model composites (ENS1, blue; ENS2, green;
a); the HadGEM2-ES model (orange; shading represents 1 s.d. of the model
ensemble spread; b); and two recomposites from CMIP3, the first with models

that represent only direct aerosol (mean of five contributing models, red) and
the second with models representing both indirect effects interactively (three
models, blue) (c). In all panels, trends between 1950–1975 (K per decade) are
shown. The error estimates are based on the s.d. of the 25 trends between a 5-yr
period (1948–1952) at the start of this interval and a 5-yr period (1973–1977) at
the end. All data have been latitude-weighted when calculating area averages.
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in western Europe and precipitation variations, in par-
ticular in the continental United States, are related to
the AMO (Enfield et al. 2001; Sutton andHodson 2005).
Second,multidecadal variationsmay contribute to changes
in global mean surface temperature and hence may al-
ternately mask and enhance temperature and precipi-
tation changes due to increasing levels of greenhouse
gases (Zhang et al. 2007). Third, if there are preferred
patterns of multidecadal variability, then these may play
a significant role in climate predictability on these time
scales (Griffies and Bryan 1997; Keenlyside et al. 2008).
Finally, understanding this variability is an important
component of any general theory of climate variability
and climate change.
This study is motivated by the rather contradictory

results that have appeared in studies with general circu-
lation (climate) models (GCMs) of multidecadal vari-
ability in the North Atlantic climate system. A time scale
of SST variability close to 25 yr has been found in several
GCMs (Timmermann et al. 1998; Cheng et al. 2004; Dong
and Sutton 2005). On the other hand, Jungclaus et al.
(2005) and Vellinga and Wu (2004) found dominant At-
lantic SST variability on time scales of 70 and 100 yr,
respectively. A variety of mechanisms of the phenomena
(Delworth et al. 1993; Vellinga and Wu 2004; Jungclaus
et al. 2005; Knight et al. 2005) have been suggested based
on GCM results. Some suggest that coupled ocean–
atmosphere interaction (Timmermann et al. 1998) is nec-
essary. Others explain it as a dynamical oceanic response
to atmospheric low-frequency variability (Delworth and
Greatbatch 2000). Finally, a central role for the Atlantic–
Arctic connection has been suggested (Jungclaus et al.
2005), while others attribute a role to processes in the
tropical Atlantic (Vellinga and Wu 2004; Knight et al.
2005).
In this paper, we analyze results from many observa-

tional datasets and from a long simulation of version 2.1
of the Geophysical Fluid Dynamics Laboratory’s Cou-
pled Model (CM2.1) to provide a more detailed picture
of North Atlantic multidecadal variability and the dom-
inant processes involved. Our study provides support to
the hypothesis that there are two dominant time scales
of multidecadal variability in the North Atlantic climate
system: a 20–30- and a 50–70-yr variability. We argue
that the 20–30-yr variability is caused by internal vari-
ability of the Atlantic Meridional Overturning Circula-
tion (MOC), while the longer 50–70-yr variability is
related to low-frequency atmospheric forcing andArctic–
Atlantic exchange processes.
In section 2 we (re)analyze both oceanic, atmospheric,

and cryospheric observations as well as a control simu-
lation of the GFDLCM2.1 with a focus on the dominant
time scales of the multidecadal variability in the North

Atlantic and Arctic Oceans. In section 3 we study the
spatial patterns of variability by using Multichannel Sin-
gular Spectrum Analysis (M-SSA; Ghil et al. 2002), and
in section 4 we discuss possible mechanisms for the 20–
30- and 50–70-yr variability. Our main conclusions are
presented and discussed in section 5.

2. Dominant multidecadal time scales

In this section, we consider the temporal signature of
North Atlantic climate multidecadal variability using ob-
servations (section 2a) and GCM results (section 2b).

a. Observations

The fact that the NorthAtlantic SST observations used
to define the AMO are at most 150 yr long gives rise to
problems in detecting and understanding multidecadal
variability. We can, however, also study variability in the
North Atlantic Ocean by using land-based observations,
since the basin-wide temperature anomalies that char-
acterize the AMO affect the climate of the surrounding
landmasses (Sutton and Hodson 2005).
There are only a few directly measured time series

from which multidecadal variability can be reliably de-
termined. One of these is the central England (CET)
record, which dates back to the second half of the sev-
enteenth century (Fig. 1a). The SSA spectrum (Ghil and
Vautard 1991) of this time series (Fig. 1b) indicates that
the dominant time scales of variability are in the 20–
30-yr band (consistent with the analysis of this time series

FIG. 1. (a) Time series (linearly detrended and smoothed with
a 10-yr running mean filter) and (b) SSA spectrum of the (un-
smoothed) CET record. The dashed curve is the 99% significance
level using red noise as the null hypothesis.
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Mahajan et al. [2012]) and the North Atlantic temperature
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suggests periodicities of 19 and 24 years and a longer
scale periodicity between 40 and 50 years (Figure 2b).
Model surface air temperatures averaged over three regions
(Figures 2c and 2d) show a longer scale periodicity
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therefore appears, when viewed over longer time intervals, to dis-
play a more well-de!ned and slightly narrower oscillation band than 
previously believed. Hence, our !ndings suggest that a 55- to 70-
year quasi-persistent AMO, forced by internal ocean-atmosphere  
variability, existed throughout most of the Holocene. Its coupling 
to regional climate appears to have been modulated by insolation-
driven shi"s in atmospheric circulation patterns and sea-ice cover. 
#ese !ndings underline the need to better understand the in$u-
ence of the AMO on global and regional climate variations over 
the last century. #e study has also implications for future climate 
scenarios, as our analyses suggest that the AMO exerted a stronger 
in$uence on regional climate variability in the northern North 
Atlantic region during times of high North Atlantic SST compared 
with colder periods. Given the increase in North Atlantic SST over 
the past ~30 years, and the expected future increase in global SST, 
we anticipate that the in$uence of the AMO on climate variabil-
ity in the northern North Atlantic region will increase in response 
to the future warming of the North Atlantic Ocean. Moreover, the 
AMO shi"ed into its warm phase in the 1990s (Fig. 1), which may 
have accentuated global warming in this period. A return from a 
warm to a cold AMO phase could temporarily mask the e%ects of 
anthropogenic global warming47, and thus lead to possible under-
estimation of future warming if the variability of the AMO is not 
taken into account.

Methods
Selection of key North Atlantic climate proxy records. Altogether seven climate 
proxy records were analysed in this study, including (i) !ve Arctic ice-core records 
from Greenland24–27 and Canada28, and (ii) two tropical records; a lacustrine record 
from the Yucatan peninsula29 in Mexico and a marine record from the Cariaco 
Basin30 north of Venezuela. #e records were chosen based on two selection crite-
ria: (i) their documented sensitivity to subtle variations in North Atlantic SST, and 
(ii) an average temporal resolution of 25 years or better over a time span of 8,000 
years or more. #e data from the Ellesmere Island Agassiz ice cap28 and Greenland 
ice cores24–27 recorded precipitation variability at high northern latitudes, re$ecting 
the tracks of extra-tropical cyclones and stability of the Greenland semi-perma-
nent high-pressure cell under in$uence of changes in the Northern Annual Mode. 
Advection of Atlantic moisture towards central Greenland is mainly controlled by 
winds from a south-easterly direction that occur along the northern $ank of North 
Atlantic cyclones48. A positive correlation has been shown between warm AMO 
phases and temperatures in Greenland and eastern Canada7.

#e two sites located in the Caribbean region are presently situated at the 
northern boundary of the summer (July) ITCZ, which implies a well-de!ned 
summer precipitation regime38. Although the Chichancanab record29 is representa-
tive of variations in precipitation on a more local scale, the Cariaco precipitation 
record30 shows the e%ect of riverine run-o% from northeast South America on a 
more regional scale. Sea-surface salinities from the Caribbean and Mexican Gulf 
show a strong connection with North Atlantic SST14,49 with less (more) saline 
conditions in the tropics coinciding with warmer (cooler) North Atlantic SSTs, 
and thus with stronger (weaker) overturning circulation14.

Several other records that potentially are relevant to this study exist, includ-
ing a high-resolution study of variations in SST based on alkenones from marine 
core MD99-2275 north of Iceland50. Unfortunately, this record covers only 
the past 4,500 years and so cannot be used to study multidecadal oscillation 
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Figure 5 | Multidecadal climate oscillations in the region bounding the North Atlantic Ocean. (a) Spectrogram delineating the temporal distribution of 
highly significant (orange: 2 > 90%, red: 2 > 95%, and dark red: 2 > 99%) spectral power of the 18O record from the Agassiz ice cap28. Distributions of 
highly significant spectral power are also shown for (b) the NGRIP 18O record27, (c) the GISP2 18O record26, (d) the Lake Chichancanab 18O record29, 
and (e) the Ti (%) record from the Cariaco Basin30. For this spectral analysis, the data were grouped in overlapping 2,000-year windows, with a spacing 
of 50 years, for the interval 1,000–8,000 BP. Spectral estimates for the last 1,000 years were obtained by decreasing the window size linearly from 2,000 
years at 1,000 BP to 200 years at 100 BP in steps of 25 years. Only the 50- to 100-year period range is shown, because this encompasses the AMO range 
normally reported in the literature. The blue circle denotes the spectral peak for the instrumental AMO record, whereas the blue line shows the associated 
uncertainty. The green rectangles delineate the prominent burst in intensity of the Gleissberg (~88 year) solar cycle between 4,000 and 6,250 BP34.
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[12] The wavelet analyses also estimated a period of
!64 yr above the 95% confidence level for both records
(see auxiliary material). The !64 yr period is stronger in the
d18O record between 18.6 and 17.0 cal kyr BP and again
between 15.0 and 14.05 cal kyr BP. For the Ti record, the
!64 yr period is focused between 16.0 and 15.0 cal kyr BP.
Again, other periods are present above the 95% confidence
level but they are not coincident on both records.

4. Discussion

[13] The multidecadal oscillation observed in our d18O
record could be generated by fluctuations with a similar
period in either SST or seawater d18O, or by a combination
of both. Due to the relatively high amplitude (0.4%) of the
oscillation, we consider rather unlikely that the whole signal
could be generated by SST variability alone, which would
require a !2!C oscillation in SST. Instrumental and proxy
SST data show maximum amplitude of !0.5!C for multi-
decadal variability during the last three centuries in the
Atlantic [Delworth and Mann, 2000]. Additionally, sea-
water d18O in our site is strongly influenced by the PRDB
fresh water plume. The extension of the plume may have
oscillated due to multidecadal variations in PRDB discharge,
reflecting rainfall variability over the continent. In this case,

the upper water column above our site would be successively
occupied by different mixtures between the continental and
the marine end-members.
[14] Two processes could control the Ti multidecadal

oscillation in GeoB6211-2: (i) fluctuations in the relative
amount of terrigenous sediments in relation to the biogenic
fraction (i.e., biogenic calcite, aragonite, opal and organic
matter); or (ii) fluctuations in the composition of the
terrigenous fraction, due to changes in the source area of
the sediment. We favor the latter since there is no evidence
of major changes in the biogenic fraction for the studied
period [Müller, 2004].
[15] Precipitation over the PRDB is mainly related to the

South American summer monsoon (SASM), while austral
winter rainfall associated with mid-latitude cyclonic activity
over the South Atlantic plays a secondary role [Zhou and
Lau, 1998; Vera et al., 2002]. During austral summer,
strengthened northeasterly trades enhance the transport of
equatorial Atlantic moisture to the Amazon basin, where
intense convection takes place [Zhou and Lau, 1998]. The
intensification of the northwesterly South American low-
level jet (SALLJ) further transports Amazon moisture
towards the PRDB, developing the South Atlantic Con-
vergence Zone (SACZ) [Marengo et al., 2004]. Being one
of the main components of the SASM, the SACZ is an
elongated NW-SE convective belt that originates in the
Amazon Basin, and extends above the northern PRDB and
the adjacent subtropical South Atlantic (Figure 1). During
austral winter, incursions of mid-latitude air masses into
the southern PRDB generate rainfall that progress north-
wards along the Atlantic coast [Vera et al., 2002]. Thus,
annual mean rainfall over the PRDB decreases from north
to south and from east to west. Interannual variability in
precipitation over the PRDB has been related to El Niño-
Southern Oscillation whereas interdecadal changes were asso-
ciated to SST fluctuation in the South Atlantic [Robertson
and Mechoso, 2000].
[16] We propose that the !64 yr period present in our

records is related to a fluctuation with similar period in
SASM/SACZ activity associated to the AMO. Ocean-
atmosphere interactions in the South Atlantic might be one
of the mechanisms linking the AMO to the SASM/SACZ.
During the negative AMO phase, a weak THC would be
associated with a weakening of the North Brazil Current
and a strengthening of the Brazil Current, decreasing cross-
equatorial heat transport and accumulating heat in the
South Atlantic [Arz et al., 1999]. Warming of the western
South Atlantic would enhance SACZ activity and rainfall
over southeastern South America, increasing the PRDB
discharge. On interdecadal time scales, instrumentally
measured positive rainfall anomalies in the PRDB were
indeed linked to enhanced SACZ activity caused by warmer
SST in the western South Atlantic [Robertson and
Mechoso, 2000].
[17] Another mechanism that might link AMO and

SASM/SACZ involves the position of the Intertropical
Convergence Zone (ITCZ) in the equatorial Atlantic. Mod-
eling results show that during periods of weak THC (e.g.,
negative AMO phase) the ITCZ is shifted to the south
causing a positive anomaly in moisture transport into the
Amazon basin [Zhang and Delworth, 2005]. The equatorial
anomalies would enhance convection in the Amazon, rein-

Figure 3. Spectral analyses of GeoB6211-2 (a) G. ruber
d18O and (b) Ti records. Peaks that exceed the 95%
confidence level are labeled with their periods (in years).
Analyses were performed with the software REDFIT
[Schulz and Mudelsee, 2002], which uses the Lomb-Scargle
periodogram for unevenly spaced data. The number of
overlapping segments chosen was 4, and a Welch type
spectral window was used. The 6 dB bandwidth (BW)
determines the frequency resolution. Stippled line depicts
the red-noise spectrum. Smooth lines depict 95% and 99%
confidence levels.
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  shi]s	
  in	
  large-­‐scale	
  ocean-­‐atmosphere	
  circula:on.”	
  



20-­‐30	
  year	
  5mescale	
  
One	
  postulated	
  mechanism	
  for	
  interdecadal	
  AMOC	
  variability:	
  	
  
	
  
Mode	
  of	
  variability	
  characterized	
  by	
  westward	
  propaga5ng	
  thermal	
  anomalies	
  at	
  
mid-­‐la5tudes.	
  	
  	
  
• 	
  The	
  overall	
  9mescale	
  is	
  set	
  by	
  the	
  9me	
  it	
  takes	
  for	
  a	
  wave	
  to	
  cross	
  the	
  basin.	
  	
  	
  
• 	
  The	
  mode	
  can	
  exist	
  without	
  forcing	
  in	
  a	
  highly	
  idealized	
  seWng,	
  but	
  oXen	
  requires	
  
stochas9c	
  atmospheric	
  driving	
  in	
  a	
  more	
  realis9c	
  seWng.	
  
	
  
A	
  subset	
  of	
  papers	
  discussing	
  this	
  general	
  topic	
  include:	
  
	
  
De	
  Verdiere	
  and	
  Huck	
  (1999)	
  
Te	
  Raa	
  and	
  Dijkstra	
  (2002)	
  
Dijkstra	
  et	
  al	
  (2006)	
  
Frankcombe	
  and	
  Dijkstra	
  (2008,2009,2010,2011)	
  
Buckley	
  et	
  al.	
  (2012)	
  
Sevellec	
  and	
  Fedorov	
  (2012)	
  
	
  
Some	
  other	
  possible	
  mechanisms:	
  
Dong	
  and	
  Suaon	
  (2005)	
  
Msadek	
  and	
  Frankignoul	
  (2009)	
  
Escodier	
  and	
  Mignot	
  (2011)	
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FIG. 18. Schematic diagram of the oscillation mechanism: a warm anomaly in the north-central part of the
basin causes a positive meridional perturbation temperature gradient, which induces a negative zonal over-
turning perturbation (a). The anomalous upwelling and downwelling associated with this zonal overturning
are consistent with westward propagation of the warm anomaly, while a cold anomaly appears in the east
(b). Due to the westward propagation of the warm anomaly, the east–west temperature difference decreases
and becomes negative, inducing a negative meridional overturning perturbation. The resulting upwelling and
downwelling perturbations along the northern and southern boundary reduce the north–south perturbation
temperature difference, causing the zonal overturning perturbation to change sign and the second half of the
oscillation starts.

weak dependence on EH. While effects of boundary
wave propagation may still be present, these results sug-
gest a dominant role for the propagation mechanism as
suggested in section 4.
The mechanism proposed here is also fairly well in

agreement with that suggested in Colin de Verdière and
Huck (1999). Indeed, the propagation of temperature
anomalies and the subsequent response of the flow is
crucial. Here, we have given a detailed mechanistic view
of how the response of the velocity field through both
zonal and meridional overturning streamfunctions is re-
lated to the propagation of the temperature anomalies.
Since only the buoyancy work terms monitor the actual
changes in the mechanical energy balance and hence in
the kinetic energy of the flow, it is not sufficient to show
only the phase difference in the responses of the two
streamfunctions (zonal and meridional), but one has to
explain how the phase difference between the buoyancy
work terms arises.
There is another argument to use an interpretation in

terms of buoyancy work. In Colin de Verdière and Huck
(1999), the instability has been referred to as baroclinic
instability. Growth of perturbations in baroclinic insta-
bility, indeed, must be controlled by the same production
term in the available potential energy balance as growth
of perturbations in the instability leading to the inter-
decadal oscillation. However, one may ask how the
phase difference between the density field and the ve-
locity field arises in a classical case of baroclinic insta-
bility, such as the Eady problem (Pedlosky 1987). The
change in potential energy of the perturbations is then
given by

˜dU
� �w�̃ � � �w̃� �, (25)

dt

where � is the density. For the dimensionless basic state
� z � 1, � � 0, and � y, the first term onu � w �

the right-hand side is identically zero. In quasigeo-
strophic theory, the vertical velocity perturbations at
first order in the Rossby number are given by

��̃
�1w̃ � � S � ũ · �� � u · ��̃ , (26)R � ��t

where S is the Burger number (the square of the ratio
of the length scale of the flow and the internal Rossby
deformation radius), which is taken constant. Substi-
tuting the basic state, we find for the potential energy
change of the perturbations

˜dU ��̃ ��̃
�1� � S y � �y�̃ � � y(z � 1) . (27)R � � � �� �dt �t �x

There exists a phase difference between these three
terms, which is responsible for the oscillation. However,
the basic-state upwelling is not involved in this phase
difference since it is identically zero.
For the interdecadal instabilities, however, the exis-

tence of a basic state with a nonzero vertical velocity
is crucial to the existence of the instability. Such a state
also appears necessary in the three-layer model sug-
gested in Colin de Verdière and Huck (1999) where long
timescale instabilities occur. In our opinion, one could
view this type of interdecadal instability as a ‘‘gener-
alized’’ baroclinic instability, but then many instabilities
could be labeled with the same name. For example, also
the overturning oscillations found in two-dimensional
thermohaline models (Dijkstra and Molemaker 1997),
where the phase difference is determined by the terms

Te	
  Raa	
  and	
  Dijkstra,	
  2002	
  

“Neutral	
  AMOC”	
   “Weak	
  AMOC”	
  



Figure 3: The spatial structure of the least-damped eigenmode of the tangent linear mode: anoma-
lies of (top) upper-ocean temperature and surface currents and (bottom) meridional streamfuction
and zonally-averaged temperature for phases A and B of the oscillation. During phase A (left) there
exists a strong temperature anomaly in the northern Atlantic with a nonzero zonal mean, but the
AMOC overturning anomaly is close to zero. During phase B (right) there develops a dipole-like
temperature anomaly (with a zero zonal mean), associated with a strong AMOC anomaly. The
two phases (A and B) are separated by a quarter-period or roughly 6 years. Temperature is given
in terms of density. The upper-ocean temperature is averaged over the top 240 m. For the plot of
streamfunction: plain, dashed and dotted lines indicate positive, negative and zero values, respec-
tively; contour intervals are 1 Sv. Anomalous velocities reach 6 cm s−1. Note that all variables can
be multiplied by an arbitrary factor since we consider a linear problem.
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Sevellec	
  and	
  Fedorov,	
  2012	
  

Figure 6: A Hovmöller diagram showing westward propagation of temperature anomalies in the
least-damped eigenmode. Temperature has been averaged over the upper 240 m meters in the
latitudinal band 34◦N to 62◦N. Contour intervals are 1◦C.
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Figure 5: A schematic of the least-damped eigenmode with the mechanism of the westward
propagation of temperature anomalies. Blue and red represent the mean temperature distribution
(light colors) and the temperature anomalies in the upper ocean (heavier colors), respectively. (Top)
The background meridional temperature gradient and the corresponding eastward geostrophic flow
u. (Middle) Phase A of the oscillation with a strong cold temperature anomaly but no change in the
meridional overturning. (Bottom) Phase B of the oscillation with a dipole temperature anomaly
and a strong anomaly in the overturning associated with the anomalous meridional geostrophic flow
v′. The cold temperature anomaly in the middle panel induces cyclonic circulation in the ocean
that transports cold water southward along the western flank of the anomaly and warm water
northward along the eastern flank. This water transport results in the westward propagation of the
original temperature anomaly with the equivalent velocity û (geostrophic self-advection). The net
of two velocities (û + u) is westward, as long as |û|>|u|. The β-effect contributes to the westward
propagation as well.
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shows that, at this period, the atmosphere leads the
ocean by about 4–5 yr, corresponding to a phase angle
of !60°. This result is consistent with the role of the
atmosphere inferred from Fig. 9.

4. Discussion

a. Summary of mechanism for interdecadal
variability in the THC

Based on the results shown in the previous sections,
a schematic diagram of the mechanism responsible for
the phase reversal of the THC on decadal time scales,
and the role of the atmosphere in driving this interde-
cadal THC variability, is summarized in Fig. 12. We
describe first the ocean processes before discussing the
atmospheric driving.

Starting from a minimum in the THC, negative OHC
anomalies begin to build up north of the Gulf Stream
region due to anomalous OHT divergence. After about
5–6 yr, the negative OHC anomalies reach a maximum.

Associated with the buildup of negative OHC anoma-
lies are positive anomalies in the upper-ocean density
and an acceleration of the subpolar gyre and NAC. The
stronger subpolar gyre increases the transport of salin-
ity into the region of active deep convection and leads
to a maximum in the upper-ocean density in this region.
Enhanced convection is triggered, leading to an in-
crease in the rate of deep water formation, and accel-
eration of the THC. The THC reaches a maximum ap-
proximately 4 yr after the maximum of upper-ocean
density in the region of deep convection (Fig. 6a) and
approximately 6 yr after the maximum in the salinity
transport into this region (Fig. 7). The total time for the
phase reversal is 12–14 yr, consistent with a period of
about 24–28 yr. The above summary makes it clear that
the mechanism for phase reversal relies on interactions
between the subpolar gyre circulation and meridional
overturning circulation. Figure 13 is a further schematic
that summarizes these interactions.

The above sequence of events makes no reference to
the atmosphere and might plausibly be considered an

FIG. 12. Schematic diagram of the phase reversal for interdecadal THC variability in the
HadCM3 simulation.
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From	
  coupled	
  GCMs,	
  mechanisms	
  are	
  postulated	
  that	
  involve	
  advec5on	
  or	
  propaga5on	
  of	
  
density	
  anomalies	
  that	
  alter	
  Lab	
  Sea	
  convec5on,	
  the	
  zonal	
  density	
  gradient	
  and	
  the	
  AMOC.	
  

driven by the EAP, while the NAO has no or little influence

on timescales longer than a few years.

The influence of the EAP on the MOC mainly occurs
through density changes in the deep convection regions of

the model, which are located southwest of Iceland (SUB)

and in the Nordic Seas (GIN). Convection at the SUB site
plays the dominant role and tends to lead that in the GIN

Seas by about 3 years, because the latter is primarily

triggered by a salinity anomaly coming from the subpolar
gyre through the Greenland–Scotland ridge. Other climate

model studies also underlined the phase lag between the
convection sites in the subpolar gyre and the GIN Seas. For

instance, Dong and Sutton (2005) found that the convection

in the Irminger Sea was leading that in the GIN Seas by
2 years, comparable to our results.

After a maximum of the MOC, warm and salty waters

are advected northward by the intensified NAC. The haline
contribution dominates and leads to sustained convection

and overturning. The thermal contribution tends to oppose

the intensification of the MOC but not enough to reverse
the cycle as in Delworth et al. (1993) and Dong and Sutton

(2005). The dominant role of salinity after a MOC maxi-

mum might result from the cold SST biais in the model
mean state since a smaller amount of salt is needed to

increase the density at low temperatures. It largely explains

the lack of oscillation in the MOC and hence the lack of

peak of variability in the MOC spectrum.
There is no deep convection in the Labrador Sea nor in

the Irminger Sea, a main model bias, which may explain

why the Atlantic MOC is only influenced by the NAO on
short time scales, primarily via Ekman currents and wind

forcing. A dominant role of the NAO in controlling the

variability of the Atlantic MOC has been found in several
climate models and in oceanic hindcasts, either via the

Irminger Sea convection (e.g. Mignot and Frankignoul
2005; Deshayes and Frankignoul 2007), or the Labrador

Sea convection (e.g. Eden and Willebrand 2001; Latif et al.

2006). However, few coupled models reproduce realisti-
cally the location of convection, and the Labrador and

Irminger sites are often represented by a single broad area

extending from southwest Greenland to southeast Iceland
(e.g. Timmermann et al. 1998; Jungclaus et al. 2005). In

addition, recent observational analyses suggest that the role

of the Labrador Sea in controlling the MOC variability is
not crucial (Pickart and Spall 2007). In any case, the MOC

response to the EAP in the IPSL model resembles the MOC

response to the NAO in other coupled models (Latif et al.
2004, 2006), presumably in part because deep convection

mainly occurs southwest of Iceland.

The influence of the MOC on the atmosphere was
investigated by considering the atmospheric signal associ-

ated with the dominant mode of LPF MOC variability. We

have focused on the relationship between the SLP and the
MOC when the MOC leads, as the in-phase relation may

largely reflect the atmospheric forcing of the MOC rather

than its possible influence on the atmosphere. A significant
and robust atmospheric response was found in summer. It

is equivalent barotropic and resembles the EAP. No sig-

nificant MOC influence was detected in the other seasons
except for a NAO-like signal in winter which seems

however less robust, presumably because of a smaller

signal to noise ratio, and will be discussed elsewhere. The
MOC influences the atmosphere via a modulation of the

SST by heat transport, while the surface heat fluxes play a

damping role. The SST pattern caused by an intensification
of the MOC has an interhemispheric structure, with warm

anomalies in the North Atlantic and cold anomalies in the

Nordic Seas, and small negative anomalies in the Southern
Hemisphere.

The MOC-induced SST pattern resembles the AMO of

the IPSL model, suggesting a strong link between the two.
It was indeed found that the AMO lags the MOC by 5–

10 years. This differs from Latif et al. (2004) who argued

that the SST provides a measure of the MOC, thus
implying that the MOC and the multidecadal SST changes

vary in phase. Our analysis suggests instead that given a

SST dataset, we could only estimate the state of the MOC
5–10 years earlier. The AMO would then be a proxy of

EAP
anomalous cyclonic circulation at high latitudes
enhanced surface heat loss into the atmosphere

Enhanced subpolar gyre, NAC and advection of
warm salty water to the subpolar convection site

Positive density anomalies and increased
deepening in the convection site

      MOC maximum

Enhanced northward advection of warm salty 
water (sligtly increasing deep convection)

  AMO-like SST pattern

Weak positive
feedback in 
summer

1 yr

1 yr

5 yr

5-10 yr

cold subpolar gyre

Fig. 15 Schematic representation of the MOC mechanism in the
IPSL model
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Escodier	
  et	
  al,	
  2012	
  
IPSL	
  CM5A-­‐LR	
  

Escodier	
  and	
  Mignot	
  suggest	
  that	
  ac9ve	
  atmosphere-­‐ocean	
  feedbacks	
  are	
  cri9cal	
  to	
  the	
  
variability	
  seen	
  in	
  the	
  IPSL	
  model;	
  SLP	
  response	
  that	
  modulates	
  EGC	
  is	
  important.	
  
	
  
See	
  also	
  Timmermann	
  et	
  al.,	
  1998	
  for	
  coupled	
  mode.	
  



Interac5ons	
  between	
  the	
  North	
  Atlan5c	
  and	
  Arc5c	
  have	
  also	
  been	
  cited	
  as	
  an	
  important	
  
component	
  of	
  AMOC	
  mul5decadal	
  variability.	
  
	
  
Examples	
  include	
  Delworth	
  et	
  al,	
  1997;	
  Jungclaus	
  et	
  al.,	
  2005;	
  Frankcombe	
  and	
  Dijkstra,	
  2011	
  

the importance of such measurements for understanding and
predicting North Atlantic climate variability.

[17] Acknowledgments. The Editor thanks two anonymous
reviewers for their assistance in evaluating this paper.
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Figure 4. Illustration of the interaction of the two internal
modes. The shorter period mode in the North Atlantic
appears as a strengthening/weakening of the AMOC associ-
ated with the westward propagation of temperature anoma-
lies near the surface. The longer period mode in the Arctic
involves salinity anomalies propagating across the pole.
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“The	
  strength	
  of	
  the	
  overturning	
  circula9on	
  is	
  related	
  to	
  
the	
  convec9ve	
  ac9vity	
  in	
  the	
  deep-­‐water	
  forma9on	
  
regions,	
  most	
  notably	
  the	
  Labrador	
  Sea,	
  and	
  the	
  9me-­‐
varying	
  control	
  on	
  the	
  freshwater	
  export	
  from	
  the	
  
Arc9c	
  to	
  the	
  convec9on	
  sites	
  modulates	
  the	
  
overturning	
  circula9on.	
  The	
  variability	
  is	
  sustained	
  by	
  
an	
  interplay	
  between	
  the	
  storage	
  and	
  release	
  of	
  
freshwater	
  from	
  the	
  central	
  Arc9c	
  and	
  circula9on	
  
changes	
  in	
  the	
  Nordic	
  Seas	
  that	
  are	
  caused	
  by	
  varia9ons	
  
in	
  the	
  Atlan9c	
  heat	
  and	
  salt	
  transport.”	
  
	
  
“We	
  conclude	
  that	
  the	
  MOI	
  variability	
  arises	
  from	
  a	
  
damped	
  mode	
  of	
  the	
  ocean	
  that	
  is	
  con9nuously	
  excited	
  
by	
  the	
  atmosphere.”	
  	
  	
  
	
  
	
  
Jungclaus	
  et	
  al.,	
  2005	
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FIG. 12. Hovmöller plot of zonal mean salinity anomalies, averaged over 0–800 m, expressed as potential density anomalies; compare
with Eq. (1) (colors, units kg m�3). Time runs down along vertical axis, latitude along horizontal axis. The solid curve centered at 50�N is
the MOI time series, and the dotted curve centered at 10�N is the surface freshwater flux anomaly (evaporation–precipitation–runoff, labeled
SFC), integrated over 0�–15�N. Positive anomalies are northward deflections, with scale indicated in (a). Positive anomaly of SFC is out of
the ocean, making it saltier.

FIG. 13. Regression of SST (shading, in 10�2 �C Sv�1), and surface
wind stress (arrows, in N m�2 Sv�1) onto lagged MOI: SST and winds
lead MOI by 6 decades.

pattern has an anomalous southward cross-equatorial
component. This suggests a change in the Hadley cir-
culation, in particular a southward shift of the ITCZ. In
the model there is a strong correspondence between
cross-equatorial SST contrast, and meridional excur-
sions of the ITCZ over the tropical Atlantic, as inferred
from various proxies, for example, net surface fresh-
water flux north of the equator, Fig. 14: if the SST
contrast is large, so is the net freshwater flux into the
tropical North Atlantic. This is the result of anomalies
in precipitation and runoff, but not of evaporation.
Moreover, there is a direct connection between cen-

tennial fluctuations of the THC and changes to the Had-
ley circulation over the tropical Atlantic (Fig. 15). When
the THC is strong there is stronger than average rising
north of the time-mean position of the ITCZ, and weaker
than usual at its southern flank, and vice versa when
the THC is weak. The freshwater transport that the ocean
carries northward across 15�N is larger when the ITCZ
is shifted into a more northerly position (i.e., when the
THC is strong), and weaker when it is in a more south-
erly position. When the THC is weak, this change in
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FIG. 16. Schematic of mechanism responsible for centennial THC fluctuation in HadCM3. When the THC
is (left) strong ITCZ shifts northward, in response to enhanced SST gradient across equator. Fresh anomalies
in the upper-ocean propagate northward and weaken the overturning. This results in the (right) weak phase.

of an idealized tracer from low to high latitudes in the
model. It is, however, different from the advective time
scales of the surface boundary currents. A similarly slow
meridional tracer propagation in HadCM3 was de-
scribed by Thorpe et al. (2001). They noticed that it
took salinity anomalies, created in the tropical Atlantic
under anthropogenic climate forcing, several decades to
reach subpolar regions. Marotzke and Klinger (2000)
also found that adjustment of the THC can occur at a
slow advective time scale of several decades.
The dominant time scale of low-frequency internal

THC variability in HadCM3 is longer than that in other
climate models (Delworth et al. 1993; Timmermann et
al. 1998). First of all, propagation of tracers (such as
salinity) depends on resolution, numerical schemes, and
will differ between models. In HadCM3 salinity anom-
alies need to cover a long distance from the regions
where they are formed (low latitudes) to where they can
affect the THC (high-latitude sinking region). In the
other climate models, salinity anomalies are created at
subpolar and midlatitudes, that is, closer to the sinking
regions. The precise response of the atmosphere to a
given SST anomaly probably varies between climate
models. This will lead to differences between themodels
in where the atmosphere responds most strongly to
THC-driven SST anomalies, and how it feeds back onto
the ocean.
Indirect validation of the model’s centennial THC var-

iability using global surface air temperature response
shows that amplitude and pattern appear broadly con-
sistent with what is seen in the instrumental record
(KNI). Various proxy data from paleo records support
the notion of centennial variability in the North Atlantic
climate (Anklin et al. 1998; Proctor et al. 2002), and
surface salinity in the Caribbean (Nyberg et al. 2002)
during the last 1000–2000 yr. By synchronizing high-

resolution paleo records of the tropical Atlantic during
glacial climate (e.g., Ruehlemann et al. 1999; Kim and
Schneider 2003) and those of the North Atlantic cir-
culation (as done by Schmidt et al. 2004 for changes at
the millenial time scale), it may be possible to verify if
the mechanisms described in this paper have a resem-
blance in the real climate system. If they do, then our
results suggest that the source of significant change to
the THC may not reside solely at high latitudes, but that
changes in the tropical ocean–atmosphere system also
have the potential of affecting the THC on this centen-
nial time scale.
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centennial timescales could play an important part in

masking anthropogenically induced climate change over
the coming years and decades (Gregory et al. 2005; Latif

et al. 2006). Additionally, proxy records reconstructing

conditions during the last glacial suggest multiple sub-
stantial weakenings of the AMOC are possible (Moreno

et al. 2010; McManus et al. 2004). Elements of these

weakenings have been investigated in coupled climate
models (Wood et al. 2003; Mignot et al. 2007; Vellinga

and Wood, 2008). It is therefore important to understand
these modes of variability and their potential climate

impacts (Delworth and Dixon 2000; Rahmstorf 2003).

Previous work (Vellinga and Wu 2004, hereafter
VW2004) has shown that centennial variability exists in

the AMOC in the Intergovernmental Panel on Climate

Change (IPCC) Fourth Assessment Report (AR4) model
HadCM3 (Gordon et al. 2000; Pope et al. 2000) in the first

1,600 years of the pre-industrial control simulation (see

Fig. 1a). However, this allows for about a dozen realiza-
tions of the mechanism reported by VW2004; although

they exclude 400 years for ocean spin-up it is likely that

the deep ocean would not have reached equilibrium for
perhaps several more centuries. Very long control inte-

grations of multiple millenia, for medium resolution cou-

pled global climate models (CGCMs), are clearly desirable
to study these long period mechanisms but are relatively

scarce. Here, three such CGCMs are sourced and analysed

and the mechanism of VW2004 is tested. An understanding
of how robust this mechanism is between very different

models (e.g. the ocean grids in these models use three

distinct projections and use differing numerical realizations
of the primitive equations and component systems) will be

valuable in assessing how likely the mechanism is to exist

in the real world and to what extent it is model dependant.
Figure 2 illustrates an idealised picture of the mecha-

nism of VW2004 for centennial variability of the AMOC

which is as follows. A strong AMOC results in increased
northward heat transport. Heat is taken from the southern

Atlantic to northern Atlantic and an increased cross-equa-

torial sea surface temperature (SST) gradient appears. This
results in an increase in strength of the intertropical con-

vergence zone (ITCZ) (Stephens 1990) in the northern

equatorial Atlantic causing a surface freshwater anomaly.
This propagates northwards over a few decades and results

in a fresh anomaly in the subpolar gyre. This reduces the

density in the sinking regions and eventually results in a
weakening of the AMOC. The sequence of events now

enters the opposite phase of the mechanism. In this analysis

this mechanism is further investigated to include the lags
between the various stages and then tested in two further

CGCMs as well as in an extended integration of the ori-

ginal model, HadCM3. Additionally, modifications to the
mechanism are suggested and the origins and effects of

salinity anomalies in the subpolar gyre are explored. In

Sect. 2 we describe the models and methodology and in
Sect. 3 we explore the results. We conclude with a dis-

cussion in Sect. 4.

2 Data and methodology

The models used are HadCM3 (the control run of which is

extended to a total length of 5,700 years), the Kiel Climate

Model (KCM, integration length of 4,200 years after
removing about 800 years spin-up phase) (Park and Latif

2008; Park et al. 2009), and the Max Plank Institute Earth

System Model (MPI-ESM, integration length of
3,000 years after removing multi-century spin-up phase)

a

b

c

Fig. 1 Wavelet power spectra of the AMOC time series’ in the
control runs of a HadCM3, b KCM, c MPI-ESM. Black contours
bound areas of significant power and dashed lines denote end effects
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FIG. 12. Hovmöller plot of zonal mean salinity anomalies, averaged over 0–800 m, expressed as potential density anomalies; compare
with Eq. (1) (colors, units kg m�3). Time runs down along vertical axis, latitude along horizontal axis. The solid curve centered at 50�N is
the MOI time series, and the dotted curve centered at 10�N is the surface freshwater flux anomaly (evaporation–precipitation–runoff, labeled
SFC), integrated over 0�–15�N. Positive anomalies are northward deflections, with scale indicated in (a). Positive anomaly of SFC is out of
the ocean, making it saltier.

FIG. 13. Regression of SST (shading, in 10�2 �C Sv�1), and surface
wind stress (arrows, in N m�2 Sv�1) onto lagged MOI: SST and winds
lead MOI by 6 decades.

pattern has an anomalous southward cross-equatorial
component. This suggests a change in the Hadley cir-
culation, in particular a southward shift of the ITCZ. In
the model there is a strong correspondence between
cross-equatorial SST contrast, and meridional excur-
sions of the ITCZ over the tropical Atlantic, as inferred
from various proxies, for example, net surface fresh-
water flux north of the equator, Fig. 14: if the SST
contrast is large, so is the net freshwater flux into the
tropical North Atlantic. This is the result of anomalies
in precipitation and runoff, but not of evaporation.
Moreover, there is a direct connection between cen-

tennial fluctuations of the THC and changes to the Had-
ley circulation over the tropical Atlantic (Fig. 15). When
the THC is strong there is stronger than average rising
north of the time-mean position of the ITCZ, and weaker
than usual at its southern flank, and vice versa when
the THC is weak. The freshwater transport that the ocean
carries northward across 15�N is larger when the ITCZ
is shifted into a more northerly position (i.e., when the
THC is strong), and weaker when it is in a more south-
erly position. When the THC is weak, this change in
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[15] What is the origin of the salinity anomalies? Shown in
Figure 5a are plots of surface salinity anomalies zonally
integrated across the Atlantic basin. This shows that a
salinity signal propagates from south to north in the Atlantic,
with a propagation time of approximately 100–150 years.
When the positive salinity signal reaches the subpolar gyre
in the North Atlantic, convection is enhanced (not shown),
and the AMOC strengthens. Shown in the bottom panel are
salinity anomalies at 2500 m. integrated zonally across the
Atlantic. Here we see a southward propagation of a salinity
signal – strong convection in the North Atlantic creates a
positive salinity anomaly at depth, which then propagates
southward. These results suggest that meridional propaga-
tion of salinity anomalies in the Atlantic (with opposite
propagation directions in the upper and deeper Atlantic) is
an essential part of the mechanisms governing the

multicentennial AMOC variations. These propagation time
scales appear to set the overall time scale of the AMOC
variations.
[16] What generates the salinity anomalies that propagate

northward in the upper layers of the North Atlantic? One
possibility involves an atmospheric response to the AMOC
that creates a remote salinity signal that then propagates to
the North Atlantic. Vellinga and Wu [2004] report such an
atmospheric feedback associated with AMOC fluctuations in
HADCM3, where a positive AMOC anomaly induces a
northward shift of the ITCZ, leading to northward propaga-
tion of fresh water anomalies eventually leading to a weak-
ening of the AMOC. However, in the current simulation the
propagation of salinity anomalies occurs through the entire
latitudinal extent of the Atlantic, and so that precise mech-
anism is not likely to be responsible for the AMOC multi-
centennial variability seen in CM2.1. Additional numerical
experiments using CM2.1 are currently underway that arti-
ficially enhance the AMOC to evaluate whether coupled
feedbacks give rise to negative salinity anomalies in the
Southern Ocean, and therefore a delayed weakening of the
AMOC. Preliminary analyses (not shown) suggest that such
feedbacks are weak in this model and are not a major factor
in the mechanism of this variability, but more work is
needed to robustly address this point.
[17] From the available analyses, the following picture

seems to emerge. Positive upper ocean salinity anomalies in
the high latitudes of the North Atlantic drive a strengthened
AMOC. In turn the strong AMOC is associated with
anomalous northward upper layer flow throughout the lati-
tudinal extent of the Atlantic, drawing on fresher waters of

Figure 3. (a) Spectra of ocean heat transport at 20!N in
Atlantic basin (black) and Indo-Pacific (blue). Periods are
listed along the top and bottom of the spectrum. The spec-
trum is plotted on a log-log axis. In order to estimate the
significance of the spectral peaks, a first order Markov pro-
cess was estimated for each time series based on their
respective lag-one autocorrelations, and then 95% confi-
dence intervals around those spectra were calculated; the
thin solid (dashed) red line indicates the 95% confidence
level for the spectrum of the Indo-Pacific (Atlantic) heat
transport time series. (b) Same as Figure 3a, but for spectra
of the Atlantic Meridional Overturning Index at 20!N
(blue) and at 33!S (black). The index at each latitude is
defined as the maximum value in the vertical of a meridi-
onal overturning streamfunction. The 95% significance
level for the spectra is shown as the thin solid (dashed)
red line for the AMOC at 20!N (33!S).

Figure 4. Regression coefficients of various quantities ver-
sus the AMOC. The x-axis is time in years, representing the
leads or lags relative to the maximum AMOC. Negative
(positive) values on the x-axis denote times before (after) a
maximum of the AMOC (occurring at lag 0). Black curve
denotes ocean density regression coefficients averaged verti-
cally over the upper 300 meters, and in the horizontal from
70!W to 10!E, and from 50!N to 80!N. The blue curve indi-
cates regressions for the component of density attributable to
salt variations, and the red curve indicates the component of
density attributable to temperature variations. The black
dashed vertical line indicates the time of AMOC maximum.
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[2008] but with slightly different parameters. We consider
here only the last 4000 years after skipping the initial
1000 years to account for model spin up. Annual data from

the integration are used which were averaged to 5-year
means for specific analyses.
[5] Model biases were discussed by Park et al. [2008]. Of

particular importance here is the simulation of the MOC and
sea ice. The maximum of the overturning stream function
(Figure 1a) at 30!N amounts to about 14Sv (1Sv = 106 m3/s).
Observational estimates at 25!N, however, reveal somewhat
larger values of about 15.75 ± 1.6Sv [Schmittner et al.,
2005]. We next compare the extremes of the annual cycle
of sea ice extent. Minimum Arctic sea ice extent amounts
to about 6 ! 106 km2 and maximum ice extent to about
17 ! 106 km2, which favourably compares with the observa-
tional estimates given by Lemke et al. [2007] of 7 ! 106 km2

and 15 ! 106 km2, respectively. Antarctic sea ice extent in
KCM exhibits a larger range of 3–20 ! 106 km2 and is similar
to the Lemke et al. [2007] estimate of 3–19 ! 106 km2.

3. Multidecadal and Multicentennial Variability

[6] Surprisingly, the level of decadal to centennial vari-
ability in Northern Hemisphere surface air temperature
(SAT) simulated by KCM is consistent with that obtained
from the Mann and Jones [2003] reconstruction (not
shown). This point will be discussed in a forthcoming
paper. Here we focus in the following on the MOC
variability. We computed first an index of the MOC strength
as the maximum of the overturning streamfunction at 30!N.
The annual index (Figure 1b) has a mean value of 13.6Sv
and exhibits rich variability on different timescales. MOC
strength varies between about 11–18Sv, and decadal to
centennial variability is obvious with strong year-to-year
fluctuations superimposed. The corresponding spectrum
(Figure 1c) is red up to centennial timescales, which is
expected given the involvement of intermediate and deep
ocean dynamics in MOC variability. At decadal timescales,
a broad and statistically significant (above the 99% level)
peak (relative to the spectrum of a fitted AR1-process) is
seen at periods of about 50–100 years. Apparently, multi-
decadal MOC variability simulated by KCM seems to
constitute a true oscillatory mode of the coupled ocean-
atmosphere system. A second region of enhanced variability
is found at centennial timescales, with maximum power at
periods of about 300–400 years. Whether or not the latter is
a true oscillatory mode of the coupled system remains
unclear, because the length of the integration does not allow
the investigation of enough realisations. The two regions of
enhanced power, however, are clearly separated from each
other.
[7] Since we are interested only in long-term MOC

variability, we averaged the annual data to 5-year means
in the subsequent analyses. In order to separate the two
types of variability we employ temporal filtering: first, a
low-pass filter retaining variability with periods longer than
90 years is applied to investigate multicentennial variability
(Figure 2a), and second, a band-pass filter retaining vari-
ability with periods between 30 and 90 years to study
multidecadal variability (Figure 2b). Different statistical
methods such as Singular Spectrum Analysis (SSA) were
applied to separate the two types of variability, but the results
did not change in any significant way. The corresponding
standard deviations are: 1) annual MOC index = 1.02Sv, 2)
band-pass filtered (multidecadal) index = 0.46Sv, and 3) low-

Figure 1. (a) MeanMOC [Sv] averaged over all 4000 years,
(b) timeseries of MOC strength [Sv] defined as the maximum
of the stream function at 30!N based an annual averages (s =
1.02Sv), and (c) power spectrum of theMOC strength [Sv2] as
function of frequency [1/a]. The multicentennial (MC) and
multidecadal bands (MD) are denoted by horizontal lines.
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Southern Ocean origin. This freshening signal eventually
reaches the high latitudes of the North Atlantic, where it
suppresses convection and weakens the AMOC. In turn, a
weakened AMOC reduces the supply of freshwater from the
Southern Ocean to the North Atlantic, eventually leading to
increased salinity in the high latitudes of the North Atlantic
and a strengthening of the AMOC. It is the propagation time
scale of these fresh water signals through the entire latitu-
dinal extent of the Atlantic that appears to set the pace for the
multicentennial AMOC variations.

5. Summary and Discussion

[18] We have analyzed the output of a 4000-year control
integration of the GFDL CM2.1 model, and have shown the
existence of a distinct multi-centennial pattern of Northern
Hemisphere Extratropical Surface Air Temperature (NHESAT)
variability with a timescale of 200–500 years. This vari-
ability appears to be driven by multi-centennial variations in
interhemispheric ocean heat transport associated with the
Atlantic Meridional Overturning Circulation (AMOC). The

multi-centennial AMOC variations are driven by salinity
anomalies that propagate from the Southern Ocean to con-
vective sites in the high latitudes of the North Atlantic.
When positive salinity anomalies reach the subpolar North
Atlantic they increase near-surface density and strengthen
the AMOC. The time scale for the variability is related to
the propagation time of the salinity anomalies.
[19] Multi-centennial variability of the AMOC has also

been seen in an independent climate model [Park and Latif,
2008], although the variability in that model is more focused
on the Southern Hemisphere. A recent comparison of cen-
tennial scale AMOC variability in three coupled models
[Menary et al., 2012] shows the importance of propagating
salinity anomalies in modulating the AMOC. The salinity
propagation in those simulations, however, occurred pri-
marily north of the Equator in association with latitudinal
movement of the ITCZ, whereas the salinity propagation in
the current simulation extends over the full latitudinal range
of the Atlantic. This greater domain of propagation likely
plays a role in the longer timescale of variability seen in the
CM2.1 simulation.
[20] While the model employed for this study is generally

regarded as a state of the art model, there are nevertheless
deficiencies. For example, the horizontal resolution does not
resolve oceanic mesoscale eddies or other smaller scale
ocean processes, such as boundary currents that can play a
significant role in large-scale ocean heat transport. Thus, one
should be cautious about the details of the simulation of
climate variability from such a model.
[21] Nevertheless, what is significant about this finding is

that it demonstrates that the climate system may be capable
of generating coherent hemispheric-scale climate variations
on centennial and longer time scales through modulating the
interhemispheric transport of heat and salt in the ocean. This
has potentially significant implications for understanding
past climate variations. For example, this simulated multi-
centennial variability is associated with sustained surface air
temperature variations of several tenths of a degree over
northern Europe. Could such variations have contributed to
observed phenomena such as the Medieval Warm Period
[Helama et al., 2009; Trouet et al., 2009]? Along these lines
it is important to note that a number of studies using proxy
records from the Atlantic region have demonstrated pro-
nounced multidecadal to multicentennial scale variability,
possibly a signature of internal variability of the climate
system (the spectrum in Figure 3c of Sicre et al. [2008]
shows enhanced variance on multi-centennial time scales
in reconstructed SSTs north of Iceland). It is also possible
that such a pattern of internal climate variability could
interact with changing radiative forcing, such as from solar
irradiance changes or volcanic eruptions [Ottera et al.,
2010]. Such a link is very plausible in terms of the links
between such radiative forcing changes and the Northern
Hemisphere Annular Mode [Stenchikov et al., 2006], which
in turn is linked to the AMOC. It is important to stress,
however, that the amplitude of hemispheric-scale tempera-
ture variations associated with the multicentennial variability
identified in this model (approximately 0.1–0.3 degrees per
century) is an order of magnitude smaller than the simulated
temperature changes in response to projected changes in
greenhouse gases over the late 20th and 21st centuries
(approximately 0.1–0.3 degrees per decade).

Figure 5. Zonal integral of the regression coefficients of
salinity in the Atlantic versus the AMOC time series. Units
are PSU m Sv!1. The y-axis is latitude, and the x-axis is lag
with respect to the time of maximum AMOC. Negative (pos-
itive) values on the time axis indicate periods before (after) a
maximum AMOC (occurring at lag 0). (a) Values at sea sur-
face. The contours moving from lower left to upper right
imply a northward propagation of a salinity signal. (b) Values
at 2500 m depth.
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Our budget analysis for the LS DWF site shows that
contributions from all terms, including those of the pa-
rameterized mesoscale and submesoscale eddies, are
important in creating the positive ruo anomalies that
lead an AMOC maximum. For example, parameterized
mesoscale eddy fluxes (both advective and diffusive)
contribute substantially to the heat budget, while play-
ing a role in the creation of salinity anomalies that
dominate ruo. Such dependence ofAMOCvariability on
these parameterizations has important implications for
both AMOC variability characteristics and search for
a robust mechanism as they may depend on parameter
choices and implementation details of these schemes in
various ocean general circulation models. As indicated
in Fig. 13, SPG circulation is stronger prior to anAMOC
maximum. In addition, NAO tends to be in its positive
phase during this period. The spectrum of the annual
NAO time series (not shown) is overall white with only
slightly enhanced variance in the interannual periods
associated with ENSO. There are small peaks at the

multidecadal and centennial bands, but they are not
significant. Although NAO and AMOC PC1 time series
correlations are below statistical significance, NAO is
highly correlated (simultaneous) with the positive BLD
and ruo anomalies prior to an AMOC maximum. We
speculate that persistent NAO1 may play a role in
setting these positive anomalies through its impacts on
surface fluxes and enhanced SPG circulation. Although
there is certainly support for such a NAO role from
studies concerning mid-1990s subpolar North Atlantic
warming (e.g., Robson 2010; Robson et al. 2012; Yeager
et al. 2012), it remains unclear for how long such NAO1
phase needs to persist. Finally, we believe that sea ice
plays a passive role in this variability as the sea ice
fraction regressions on to the AMOC PC1 do not reveal
significant signals, particularly in the LS DWF region.
The positive density anomalies in the Nordic Sea

overflow source regions peak 1–7 yr prior to an AMOC
maximum. However, these larger source densities do
not necessarily lead to increased overflow transports
because the overflow physics is governed by the density
differences between the source and interior as well as
the source and entrainment regions. Furthermore, in-
creased overflow transports do not lead to a higher
AMOC either, but instead appear to be a precursor to
lower AMOC transports through enhanced stratifica-
tion in LS. This has major implications for decadal
prediction studies involving AMOC, as positive density
and higher overflow transport anomalies cannot neces-
sarily be used as precursors for larger AMOC trans-
ports in the upper ocean. There is, however, enhanced
AMOC at depth, 1–2 yr following increased overflow
transports.
The present results related to mechanisms differ from

our previous CCSM3 analysis in several important as-
pects. To list a few: both rS and rT contributed to the
positive ruo anomalies prior to an AMOC maximum in
CCSM3, not just rS as in CCSM4; the lead time for these
ruo anomalies was 5 yr in CCSM3 regime I instead of
2 yr in CCSM4; and a suggested, CCSM3 mechanism
involving advection of density anomalies from the
eastern subpolar gyre to the LS DWF site (Kwon and
Frankignoul 2012) does not exist in CCSM4. Thus, the
search for a robust mechanism still remains illusive.
Nevertheless, there are some significant common features
between CCSM3 and CCSM4. These include coupling
of the LS DWF site and AMOC maximum variabilities,
role of ruo in driving these anomalies, existence of en-
hanced SPG circulation, and links with a (persistent)
NAO1 phase.
An important outstanding issue is what sets the low-

frequency time scale inCCSM4.Our efforts in searchof this
have not been successful because there are no apparent

FIG. 13. Schematic of the sequence of some anomalies with re-
spect to an AMOC maximum event at lag 0. The superscripts 1
and 2 refer to approximate peaks of positive and negative anom-
alies, respectively. AMOC leads for positive lags.
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Perspec3ves	
  …	
  
	
  
(1)	
  “Jungclaus	
  et	
  al	
  (2006)	
  analyze	
  a	
  500-­‐yr	
  control	
  integra9on	
  with	
  the	
  ECHAM5-­‐Max	
  Planck	
  Ins9tute	
  
Ocean	
  Model	
  (MPI-­‐OM)	
  and	
  find	
  pronounced	
  mul9decadal	
  fluctua9ons	
  in	
  the	
  Atlan9c	
  MOC	
  and	
  
associated	
  heat	
  transport	
  with	
  a	
  period	
  of	
  70-­‐80	
  yr.	
  From	
  a	
  different	
  simula:on	
  with	
  the	
  same	
  model	
  
(Sterl	
  et	
  al.	
  2008)	
  it	
  appears	
  that	
  the	
  dominant	
  variability	
  in	
  the	
  AMO	
  Index	
  is	
  in	
  the	
  20-­‐40	
  yr	
  band.	
  
Variability	
  on	
  the	
  longer	
  9me	
  scale	
  (50-­‐80	
  yr)	
  also	
  exists	
  but	
  is	
  not	
  significant	
  at	
  the	
  95%	
  level	
  (van	
  
Oldenborgh	
  et	
  al	
  2009).”	
  

	
  -­‐	
  State	
  dependence	
  of	
  variability,	
  and	
  presumably	
  of	
  mechanisms;	
  see	
  also	
  Kwon	
  and	
  Frankignoul,	
  
2012.	
  
	
  
	
  
(2)	
  Look	
  to	
  analogy	
  with	
  ENSO	
  …	
  
	
  
-­‐	
  far	
  beaer	
  observed	
  phenomenon	
  	
  
-­‐	
  30+	
  years	
  of	
  work	
  on	
  theory	
  and	
  modeling	
  
	
  
	
  …	
  and	
  yet	
  while	
  state	
  of	
  the	
  art	
  GCMs	
  generally	
  have	
  some	
  sort	
  of	
  ENSO,	
  they	
  vary	
  greatly	
  in	
  
9me	
  scale,	
  spa9al	
  structure	
  and	
  details	
  of	
  mechanisms.	
  
	
  
…	
  further,	
  there	
  can	
  be	
  substan9al	
  centennial-­‐scale	
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  of	
  simulated	
  ENSO,	
  similar	
  to	
  
what	
  we	
  see	
  with	
  AMOC	
  variability	
  (Wiaenberg,	
  2009)	
  
	
  
à	
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  basis	
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  and	
  the	
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  are	
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External	
  factors:	
  Response	
  of	
  AMOC	
  to	
  Southern	
  Hemisphere	
  Wind	
  Changes	
  

Delworth	
  and	
  Zeng,	
  2008	
  

clockwise circulation cell has expanded but remains cen-
tered at 508N, whereas it is shifted south and reaches 308S
by lag 10 (Fig. 7, right) before slowly disappearing. The
signal is weak (;0.15 Sv) yet it corresponds to 15% of the
maximum standard deviation of theAMOCvariability, and
it is similar to the AMOC response to the EAP (Fig. 7,
middle). Its statistical significance was confirmed by a
Monte Carlo test, where the regression was repeated 500
times, linking the originalAMOCanomalieswith randomly
permuted SAMbased on blocks of 2 and 4 successive years.

5. Links between the southern circulation and the
AMOC at multidecadal scale

Since the salinity anomalies generated in the Southern
Ocean by the SAM variability (see Fig. 5) only slowly
propagate northward in the Atlantic, as discussed in
section 3, their impact on the AMOC is best investigated
by considering low-pass-filtered data. We first use a low-
pass Butterworth filter with a cutoff period of Tc5 10 yr.
As shown by the regression in Fig. 11 (left), theAMOC is
accelerated about 70 yr after a positive SAM phase. The
signal is weak,;0.1 Sv for a typical SAM fluctuation, yet
it corresponds to about 12.5% of the maximum standard
deviation of the low-pass AMOC variability. Statistical sig-
nificance was estimated by a Student’s t test with T/(Tc /2)
degrees of freedom (T being the length of the time series),
consistent with the effective Nyquist frequency, and its
robustnesswas confirmedby aMonteCarlomethod,where
the regression was repeated 500 times, linking the filtered
AMOC anomalies with randomly permuted SAM based
on blocks of 25 and 50 successive years. In the figures, we
use for clarity the 10% significance level, as the number
of number of freedom is smaller, but the main features
are 5% significant, albeit in a smaller area.

The delayed intensification of the AMOC appears to
be due to the interhemispheric propagation of the sa-
linity anomalies driven by the SAM. Indeed, the positive
salinity anomalies in Fig. 5 propagate northward in the
Atlantic Ocean, cross the equator after a decade (not
shown), and spread into the northern subtropical gyre
about 10 yr later (Fig. 12). The signal becomes too noisy
at longer time lag to be traced farther north, although it
appears in the Hovmöller diagram in Fig. 13, where a
slightly stronger low-pass filter (Tc 5 20 yr) has been
used to more clearly show the salinity propagation up to
the subtropical gyre.We suggest that the salinity anomalies

FIG. 11. Regression of anomalies of low-pass-filtered (Tc5 10 yr) AMOCon the SAM index, when the latter leads
by 70 and 90 yr. Contour interval is 0.05 Sv; dashed lines correspond to negative values. The shaded areas indicate
that the regression is 10% significant.

FIG. 12. Regression of low-pass-filtered (Tc 5 10 yr) salinity
anomalies averaged between 0 and 100 m onto the SAM index,
when the latter leads by 20 yr. Contour interval is 0.01 psu; dashed
lines correspond to negative values. The shaded areas indicate that
the regression is 10% significant.
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increased Atlantic Ocean heat content in EXP_CTR is not
an artifact of the model simulation.
[11] Figure 1b shows the heat budget terms for the Atlantic

Ocean, obtained from EXP_CTR, namely the southward
heat transport for the entire water column at 75°N, the north-
ward heat transport for the entire water column at 30°S, and
the surface heat flux into the Atlantic Ocean between 30°S
and 75°N, all referenced to the 1871–1900 baseline period.
The simulated northward heat transport at 30°S is about
0.1 ∼ 0.2 PW larger in the 1960s–2000s period than in the
earlier periods, consistent with the large Atlantic Ocean heat
content increase in EXP_CTR (Figure 1a). On the other
hand, it is clear that both the surface heat flux and the north-
ward Atlantic Ocean heat transport at 75°N have little impact
on the Atlantic Ocean warming since the mid‐20th century.
Therefore, these model results fully support the hypothesis
that the enhanced warming of the Atlantic Ocean since the

mid‐20th century is largely due to the increased ocean heat
transport into the Atlantic basin across 30°S.

5. AMOC Variability at 30°S

[12] Dong et al. [2009] showed that the northward heat
transport in the South Atlantic near 30°S could be directly
scaled with the AMOC strength. Therefore, the baroclinic
volume transport (i.e., AMOC) in the South Atlantic at 30°S
and its contribution to the large increase in the simulated
ocean heat transport into the Atlantic basin are explored in
this section.
[13] Figure 2a shows the time‐averaged AMOC during

1979–2008 obtained from EXP_CTR. The simulated max-
imum strength of the AMOC at 35°N is only 11 Sv (1 Sv =
106 m3 s−1), which is smaller than the observed range of
14 ∼ 20 Sv. Increasing the vertical diffusivity in the model
boosts the AMOC strength [e.g., Mignot et al., 2006]. How-
ever, since other model features deteriorate with the increased
vertical diffusivity, the vertical diffusivity is not increased
in this study. Despite the smaller maximum strength, the
overall spatial structure of the simulated AMOC is quite

Figure 1. (a) Simulated Atlantic Ocean heat content change
in the upper 700 m in reference to the 1871–1900 baseline
period obtained from the four model experiments. The thick
black line in Figure 1a is the observed heat content of the
Atlantic Ocean, which is recomputed from Levitus et al.
[2009] for the Atlantic basin from 30°S to 75°N. (b) Simu-
lated heat budget terms for the Atlantic Ocean obtained from
EXP_CTR, all referenced to the 1871–1900 baseline period.

Figure 2. (a) Time‐averaged AMOC during 1979–2008
and (b) time series of the simulated AMOC index (maximum
overturning streamfunction) at 30°S obtained from EXP_
CTR. The green line in Figure 2b is obtained by performing
a 11‐year running average to the AMOC index.
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transport in the South Atlantic near 30°S could be directly
scaled with the AMOC strength. Therefore, the baroclinic
volume transport (i.e., AMOC) in the South Atlantic at 30°S
and its contribution to the large increase in the simulated
ocean heat transport into the Atlantic basin are explored in
this section.
[13] Figure 2a shows the time‐averaged AMOC during

1979–2008 obtained from EXP_CTR. The simulated max-
imum strength of the AMOC at 35°N is only 11 Sv (1 Sv =
106 m3 s−1), which is smaller than the observed range of
14 ∼ 20 Sv. Increasing the vertical diffusivity in the model
boosts the AMOC strength [e.g., Mignot et al., 2006]. How-
ever, since other model features deteriorate with the increased
vertical diffusivity, the vertical diffusivity is not increased
in this study. Despite the smaller maximum strength, the
overall spatial structure of the simulated AMOC is quite
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in the upper 700 m in reference to the 1871–1900 baseline
period obtained from the four model experiments. The thick
black line in Figure 1a is the observed heat content of the
Atlantic Ocean, which is recomputed from Levitus et al.
[2009] for the Atlantic basin from 30°S to 75°N. (b) Simu-
lated heat budget terms for the Atlantic Ocean obtained from
EXP_CTR, all referenced to the 1871–1900 baseline period.

Figure 2. (a) Time‐averaged AMOC during 1979–2008
and (b) time series of the simulated AMOC index (maximum
overturning streamfunction) at 30°S obtained from EXP_
CTR. The green line in Figure 2b is obtained by performing
a 11‐year running average to the AMOC index.
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hours. The model does not employ flux adjustments. For
further information and model output see http://
nomads.gfdl.noaa.gov/CM2.X/.
[7] The suite of experiments consists of the following:

(a) a 1500-year control experiment (CONTROL), in which
atmospheric constituents and external forcings are held
constant at 1860 conditions. Output from this integration
is used to provide a statistical description of unforced,
internal variability in the model, as well as initial conditions
for the forced experiments described next. (b) A 5 member
ensemble of experiments is conducted using estimates of the
observed time-varying radiative forcing agents from 1861–
2000 (these experiments are referred to as ‘‘ALL’’). The
time-varying forcing agents include changes in well-mixed
greenhouse gases (CO2, CH4, N2O, and halons), volcanic
aerosols, solar irradiance, and the distribution of land cover.
Also included were changes in tropospheric and stratospheric
ozone, anthropogenic tropospheric sulfates, as well as black
and organic carbon. Only the direct effect of aerosols is
included. (c) A 3 member ensemble of experiments is
conducted in which only changes in well-mixed greenhouse
gases, and stratospheric ozone, are included. This set is
referred to as WMGGO3 (Well Mixed Greenhouse Gases
plus Ozone). (d) A 3 member ensemble of experiments is
conducted in which only changes in anthropogenic aerosols
are included (sulfates, plus black and organic carbon,
but not volcanic aerosols). This set is referred to as
‘‘AEROSOL’’. Additional details on the formulation of
these experiments, including the specifications of the
climate change forcing agents, is given by Delworth et al.
[2005] and Knutson et al. [2006]. The time evolution
of the prescribed CO2 and sulfate aerosols is shown in
auxiliary material Figure s01.1

[8] Ensemble members differ only in their initial con-
ditions, which are taken from periods 40 years apart in the
control integration. The response of the climate system is
calculated as the ensemble mean of the perturbation experi-
ments minus the mean of the corresponding segments of the
control integration.

3. Results

[9] The time evolution of the simulated North Atlantic
THC from the various ensembles is shown in Figure 1. We
first examine the evolution from 1861 to 2000. The dashed
lines indicate the 1% and 99% limits of the distribution of
annual mean THC values derived from a 1500 year control
integration. (The distribution is calculated by repeatedly
averaging three individual years selected at random in order
to emulate the three member ensemble means. Individual
years selected are at least 40 years apart in order to reduce
the effects of serial correlation. This process was repeated
1000 times to build a distribution from which the 1% and
99% limits were calculated.) The black curve denotes the
mean of the control run segments that cover the same period
as the perturbation runs. The green curve denotes the THC
time series from the ALL ensemble. While a few years
around 1900 and 1970 exceed the 1% and 99% limits, most
of the ALL time series is within those lines, suggesting that
the simulated THC from the ALL ensemble is consistent

with internal variability of the model. Thus, by this mea-
sure, we do not detect a significant change in the THC over
the 20th century in the ALL ensemble, although there is
some suggestion of a downward trend.
[10] By the end of the 20th century there is a significant

weakening of the THC in ensemble WMGGO3 (orange
curve), with mean values over the last two decades more
than 4 Sv (Sverdrups; 1 Sv = 106 m3 s!1) less than the
control. This suggests that – for this model – increasing
greenhouse gases alone produce a statistically significant
weakening of the THC in the 20th century. The weakening
is significant in all three individual members of the ensem-
ble (not shown).
[11] For the AEROSOL ensemble (blue curve), there is

an upward trend in THC intensity, with 12 of the last 50
years exceeding the 1% significance level. This upward
trend induced by the aerosols helps to offset the weakening
induced by the increasing greenhouse gases, with the result
that there is no statistically significant THC trend during the
20th century for ensemble ALL.
[12] In order to interpret the THC changes physically, we

note that the strength of the THC is closely related to the
structure of the density field in the Atlantic. An increase
(reduction) in the vertical density gradient, particularly in
the Greenland and Labrador Seas, reduces (enhances)
oceanic convection and weakens (strengthens) the THC.
The vertical stability is determined partly by the air-sea
fluxes of heat and water, which change upper ocean density.

1Auxiliary material is available at ftp://ftp.agu.org/apend/gl/
2005GL024980.

Figure 1. Time series of an index of the thermohaline
circulation (THC) in various ensembles. To compute the
THC index, a streamfunction field of the zonally averaged
meridional flow field in the Atlantic is computed each year.
The THC index is then computed as the maximum
streamfunction value between 20!N and 80!N. For each
year the ensemble members are averaged to form an
ensemble mean that is plotted here. The dashed lines prior
to 2000 denote the 1% and 99% limits of the distribution of
three member ensemble means as computed from a 1500
year control integration (as described in the text). After
2000 the dashed lines denote the 1% and 99% limits for
individual annual means derived from the control run; this
distribution is used after 2000 since the SRES runs plotted
after 2000 are single realizations.
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precipitation [Trenberth and Dai, 2007] and the strength-
ening of the AMOC. Saltier water at high northern latitudes
can then sink at higher temperature.
[32] It is known that volcanic impacts force a strato-

sphere-troposphere dynamic interaction affecting tropo-

spheric winds in both hemispheres [Miller et al., 2006;
Stenchikov et al., 2006]. Aerosol absorption causes warm-
ing in the tropical lower stratosphere reaching 8 K in the
Tambora and 3 K in the Pinatubo runs. The increase of the
equator-pole temperature gradient tends to strengthen the

Figure 4. (a–d) Five-year and ensemble mean AMOC anomalies (sverdrups) from the Tambora runs
averaged zonally over the Atlantic basin. (e–h) Same as Figures 4a–4d, but for the Pinatubo runs.
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Increased	
  volcanic	
  ac9vity	
  “spins	
  up”	
  the	
  AMOC	
  

Stenchikov	
  et	
  al.,	
  2008	
  

Anthropogenic	
  aerosols	
  have	
  similar	
  impact	
  

Delworth	
  and	
  Dixon,	
  2006	
  

For	
  both	
  cases,	
  aerosols	
  weaken	
  upper	
  ocean	
  
stra:fica:on	
  at	
  high	
  la:tudes	
  (colder,	
  sal:er	
  in	
  
upper	
  ocean)	
  through	
  impacts	
  on	
  surface	
  heat	
  
and	
  water	
  fluxes;	
  this	
  leads	
  to	
  stronger	
  AMOC.	
  	
  	
  

Response	
  to	
  Tambora	
   Response	
  to	
  Pinatubo	
  



External	
  factors:	
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  AMOC	
  to	
  changing	
  aerosols	
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Increased	
  volcanic	
  ac9vity	
  “spins	
  up”	
  the	
  AMOC	
  

Stenchikov	
  et	
  al.,	
  2008	
  

Mignot	
  et	
  al,	
  2011,	
  further	
  explore	
  these	
  issues	
  
with	
  a	
  simula9on	
  of	
  the	
  last	
  millenium.	
  
	
  
“This	
  study	
  thus	
  stresses	
  the	
  diversity	
  of	
  AMOC	
  
responses	
  to	
  volcanic	
  erup:ons	
  in	
  climate	
  
models	
  and	
  tenta:vely	
  points	
  to	
  an	
  important	
  
role	
  of	
  the	
  seasonality	
  of	
  the	
  erup:ons.”	
  
	
  
See	
  also	
  Zhong	
  et	
  al.,	
  2010.	
  	
  
	
  
	
  	
  

SOLAR	
  
	
  
AMOC	
  variability	
  can	
  also	
  be	
  induced	
  by	
  solar	
  
varia:ons	
  (Park	
  and	
  La:f,	
  2011).	
  	
  

Response	
  to	
  Tambora	
   Response	
  to	
  Pinatubo	
  

Aerosols	
  can	
  also	
  come	
  from	
  natural	
  sources	
  –	
  poten9al	
  
interac9on	
  of	
  Saharan	
  dust	
  and	
  Atlan9c	
  temperatures	
  on	
  
mul9decadal	
  scales	
  
Evan	
  et	
  al.,	
  2008;	
  2011;	
  Wang	
  et	
  al.,	
  2012;	
  	
  



1.	
  Evidence	
  for	
  mul9ple	
  9me	
  scales	
  in	
  the	
  Atlan9c,	
  possibly	
  related	
  to	
  AMOC	
  
(20-­‐30	
  yr,	
  50-­‐100	
  yr,	
  mul9centennial)	
  
	
  
2.	
  Key	
  goal	
  is	
  to	
  assess	
  what	
  role	
  AMOC	
  plays	
  in	
  genera9ng	
  the	
  observed	
  SST	
  varia9ons	
  
	
  
3.	
  Evidence	
  that	
  different	
  9mescales	
  may	
  be	
  associated	
  with	
  different	
  sets	
  of	
  physical	
  processes	
  

	
  	
  
	
  A.	
  No	
  dis:nct	
  :mescale	
  (eg,	
  last	
  250	
  years	
  of	
  CCSM3)	
  
	
  	
  
	
  B.	
  Dis:nc:ve	
  :mescale	
  

	
  
	
  a.	
  internal	
  damped	
  ocean	
  mode	
  within	
  North	
  Atlan:c	
  (20-­‐30	
  yrs,	
  some:mes	
  much	
  longer);	
  

different	
  types	
  of	
  propaga:ng	
  or	
  advec:ng	
  signals	
  
	
  b.	
  coupled	
  air-­‐sea	
  mode	
  within	
  North	
  Atlan:c	
  (20-­‐30	
  yrs,	
  or	
  much	
  longer)	
  
	
  c.	
  interac:on	
  with	
  Arc:c	
  (40-­‐80	
  yrs)	
  
	
  d.	
  coupled	
  air-­‐sea	
  mode	
  with	
  connec:ons	
  to	
  Tropics	
  (~100	
  yrs)	
  
	
  f.	
  Driven	
  from	
  Southern	
  Hemisphere/Aghulas	
  (mul:decadal)	
  
	
  e.	
  Pan-­‐Atlan:c	
  mode	
  with	
  connec:ons	
  to	
  Southern	
  Ocean	
  (mul:centennial)	
  

	
  
4.	
  External	
  radia9ve	
  driving	
  may	
  also	
  play	
  a	
  role	
  (aerosols,	
  solar,	
  ozone	
  through	
  SH	
  winds)	
  

	
  	
  

Summary	
  



We	
  have	
  different	
  proposed	
  mechanisms	
  –	
  which	
  (if	
  any)	
  occur	
  in	
  Nature?	
  
	
  
Some	
  possible	
  pathways	
  to	
  improve	
  understanding:	
  
	
  
1.	
  Con9nued	
  hierarchy	
  of	
  models	
  is	
  crucial.	
  
	
  
2.	
  Confron9ng	
  models	
  with	
  available	
  observa9ons	
  is	
  paramount	
  (both	
  instrumental	
  
and	
  paleo	
  data).	
  
	
  
3.	
  Improve	
  models	
  so	
  that	
  dependence	
  on	
  uncertain	
  parameteriza9ons	
  is	
  reduced.	
  
High	
  resolu9on	
  is	
  one	
  key	
  component	
  in	
  a	
  hierarchy	
  of	
  models	
  -­‐	
  ocean	
  eddy	
  resolving	
  
coupled	
  models	
  are	
  now	
  at	
  hand.	
  Nature	
  of	
  air-­‐sea	
  coupling	
  may	
  be	
  different	
  at	
  very	
  
high	
  resolu9on.	
  Will	
  there	
  be	
  some	
  convergence	
  of	
  mechanisms	
  as	
  models	
  improve?	
  
	
  
4.	
  Similar	
  mechanisms	
  in	
  mul9ple	
  models	
  might	
  imply	
  robustness	
  –	
  but	
  care	
  must	
  be	
  
taken	
  due	
  to	
  underlying	
  similari9es	
  in	
  model	
  formula9ons.	
  	
  
	
  
5.	
  Can	
  we	
  use	
  the	
  proposed	
  mechanism(s)	
  to	
  predict	
  some	
  previously	
  unknown	
  	
  
rela9onship	
  that	
  can	
  be	
  examined	
  in	
  other	
  models,	
  as	
  well	
  as	
  in	
  instrumental	
  or	
  paleo	
  
observa9ons?	
  	
  
	
  
6.	
  Analyses	
  can	
  form	
  hypotheses,	
  and	
  then	
  suggest	
  addi9onal	
  model	
  experimenta9on	
  
to	
  test	
  hypotheses.	
  Mul9-­‐model	
  tes9ng	
  of	
  such	
  hypotheses	
  is	
  preferable.	
  

How	
  can	
  we	
  make	
  progress?	
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