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Fig. 14. Monthly-mean in-situ density anomaly at EBH at selected
depths. The bars indicate standard deviations of the monthly means.
Note the change of the density scale.

As a result of the deep reaching seasonal cycle in den-
sity, there is also a pronounced seasonal cycle in the eastern-
boundary contribution to the AMOC, as monthly means of
the anomalies of 9

EBH
MAX show (Fig. 15). The observed sea-

sonal density changes drive an enhanced southward upper
mid-ocean flow in spring (April), resulting in a minimum in
the9EBH

MAX, and vice-versa in autumn (October). The ampli-
tude of the seasonal cycle of 9

EBH
MAX is 5.2 Sv peak-to-peak,
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Fig. 15. Monthly-mean anomalies of the eastern-boundary contri-
bution to the AMOC at 26.5� N (9EBHMAX). The bars show standard
deviations of the monthly means.

with the peak in April being statistically different from the
peak in October.

7 Discussion

The largest density anomalies at the eastern-boundary conti-
nental slope (EBH) at 26.5�N are found in the upper 500m
of the water column, but they are often coherent down to
1400m. The densities at EBH show 13-day fluctuations
that are apparent down to 3500m. The possible mechanism
driving the 13-day density variability is not clear. Spectra
of the wind field do not show any sign of dominant wind-
driven forcing at this period. It can be expected that this
phenomenon is associated with sea surface height anomalies;
therefore a possible way to investigate the spatial scales asso-
ciated with the 13-day period might be via satellite altimeter
data. However, aliasing due to the insufficient temporal res-
olution (the Jason altimeter has a repeat cycle of 10 days)
will make such an analysis problematic. The closeness of
the 13-day fluctuations to the fortnightly tidal periods could
point to a tidal origin of this signal. However, fortnightly
tidal fits applied to the EBH densities give rather different
results for different depth levels (not shown), suggesting that
the 13-day fluctuations are not regular enough to be tidal os-
cillations. It could be that the 13-day period is associated to
variability induced by the eddy shedding south of the Canary
Islands. However, the previously reported eddy generation
sites are mostly south of Gran Canaria (distant from the shal-
lower measurements at EBH) and subsequently the eddies
tend to propagate downstream to the west (e.g., Sangrà et al.,
2005, 2009). Therefore it seems unlikely that they can be
responsible for the density variability observed at EBH. Fur-
thermore, the density fluctuations we observe are coherent
over a large depth range of up to 3500m, while the maxi-
mum depth associated with anomalies of eddies shed by the
Canary islands is roughly 1000m (Piedeleu et al., 2009). Al-
ternatively, the geometry of the semi-enclosed basin south of
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Abstract. We study the contribution of eastern-boundary
density variations to sub-seasonal and seasonal anomalies
of the strength and vertical structure of the Atlantic Merid-
ional Overturning Circulation (AMOC) at 26.5� N, by means
of the RAPID/MOCHA mooring array between April 2004
and October 2007. The major density anomalies are found
in the upper 500m, and they are often coherent down to
1400m. The densities have 13-day fluctuations that are ap-
parent down to 3500m. The two strategies for measuring
eastern-boundary density – a tall offshore mooring (EB1) and
an array of moorings on the continental slope (EBH) – show
little correspondence in terms of amplitude, vertical struc-
ture, and frequency distribution of the resulting basin-wide
integrated transport fluctuations, implying that there are sig-
nificant transport contributions between EB1 and EBH. Con-
trary to the original planning, measurements from EB1 can-
not serve as backup or replacement for EBH: density needs
to be measured directly at the continental slope to compute
the full-basin density gradient. Fluctuations in density at
EBH generate transport variability of 2 Sv rms in the AMOC,
while the overall AMOC variability is 4.8 Sv rms. There
is a pronounced deep-reaching seasonal cycle in density at
the eastern boundary, which is apparent between 100m and
1400m, with maximum positive anomalies in spring and
maximum negative anomalies in autumn. These changes
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drive anomalous southward upper mid-ocean flow in spring,
implying maximum reduction of the AMOC, and vice-versa
in autumn. The amplitude of the seasonal cycle of the AMOC
arising from the eastern-boundary densities is 5.2 Sv peak-
to-peak, dominating the 6.7 Sv peak-to-peak seasonal cycle
of the total AMOC. Our analysis suggests that the seasonal
cycle in density may be forced by the strong near-coastal sea-
sonal cycle in wind stress curl.

1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC)
moves northward approximately 19 Sv (1 Sv⌘106 m3 s�1) of
warm, saline waters above roughly 1000m depth and the
same amount of cold water back south below 1000m. The
AMOC plays a key role in the meridional heat transport in
the North Atlantic and the resulting heat release to the at-
mosphere on the water’s way towards high latitudes. In the
past, the strength of the AMOC was estimated from tem-
porally sparse hydrographic observations (e.g., Worthing-
ton, 1976; Hall and Bryden, 1982; Roemmich and Wun-
sch, 1985; Bryden et al., 2005; Longworth, 2007). The
insufficient temporal resolution, however, would compli-
cate the analysis of variability or the detection of trends in
the AMOC. To monitor continuously the temporal evolu-
tion of the AMOC at 26.5�N, the RAPID (Rapid Climate
Change)/MOCHA (Meridional Overturning Circulation and
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Fig. 14. Monthly-mean in-situ density anomaly at EBH at selected
depths. The bars indicate standard deviations of the monthly means.
Note the change of the density scale.

As a result of the deep reaching seasonal cycle in den-
sity, there is also a pronounced seasonal cycle in the eastern-
boundary contribution to the AMOC, as monthly means of
the anomalies of 9

EBH
MAX show (Fig. 15). The observed sea-

sonal density changes drive an enhanced southward upper
mid-ocean flow in spring (April), resulting in a minimum in
the9EBH

MAX, and vice-versa in autumn (October). The ampli-
tude of the seasonal cycle of 9

EBH
MAX is 5.2 Sv peak-to-peak,
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Fig. 15. Monthly-mean anomalies of the eastern-boundary contri-
bution to the AMOC at 26.5� N (9EBHMAX). The bars show standard
deviations of the monthly means.

with the peak in April being statistically different from the
peak in October.

7 Discussion

The largest density anomalies at the eastern-boundary conti-
nental slope (EBH) at 26.5�N are found in the upper 500m
of the water column, but they are often coherent down to
1400m. The densities at EBH show 13-day fluctuations
that are apparent down to 3500m. The possible mechanism
driving the 13-day density variability is not clear. Spectra
of the wind field do not show any sign of dominant wind-
driven forcing at this period. It can be expected that this
phenomenon is associated with sea surface height anomalies;
therefore a possible way to investigate the spatial scales asso-
ciated with the 13-day period might be via satellite altimeter
data. However, aliasing due to the insufficient temporal res-
olution (the Jason altimeter has a repeat cycle of 10 days)
will make such an analysis problematic. The closeness of
the 13-day fluctuations to the fortnightly tidal periods could
point to a tidal origin of this signal. However, fortnightly
tidal fits applied to the EBH densities give rather different
results for different depth levels (not shown), suggesting that
the 13-day fluctuations are not regular enough to be tidal os-
cillations. It could be that the 13-day period is associated to
variability induced by the eddy shedding south of the Canary
Islands. However, the previously reported eddy generation
sites are mostly south of Gran Canaria (distant from the shal-
lower measurements at EBH) and subsequently the eddies
tend to propagate downstream to the west (e.g., Sangrà et al.,
2005, 2009). Therefore it seems unlikely that they can be
responsible for the density variability observed at EBH. Fur-
thermore, the density fluctuations we observe are coherent
over a large depth range of up to 3500m, while the maxi-
mum depth associated with anomalies of eddies shed by the
Canary islands is roughly 1000m (Piedeleu et al., 2009). Al-
ternatively, the geometry of the semi-enclosed basin south of
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As a result of the deep reaching seasonal cycle in den-
sity, there is also a pronounced seasonal cycle in the eastern-
boundary contribution to the AMOC, as monthly means of
the anomalies of 9

EBH
MAX show (Fig. 15). The observed sea-

sonal density changes drive an enhanced southward upper
mid-ocean flow in spring (April), resulting in a minimum in
the9EBH

MAX, and vice-versa in autumn (October). The ampli-
tude of the seasonal cycle of 9
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Fig. 15. Monthly-mean anomalies of the eastern-boundary contri-
bution to the AMOC at 26.5� N (9EBHMAX). The bars show standard
deviations of the monthly means.

with the peak in April being statistically different from the
peak in October.

7 Discussion

The largest density anomalies at the eastern-boundary conti-
nental slope (EBH) at 26.5� N are found in the upper 500m
of the water column, but they are often coherent down to
1400m. The densities at EBH show 13-day fluctuations
that are apparent down to 3500m. The possible mechanism
driving the 13-day density variability is not clear. Spectra
of the wind field do not show any sign of dominant wind-
driven forcing at this period. It can be expected that this
phenomenon is associated with sea surface height anomalies;
therefore a possible way to investigate the spatial scales asso-
ciated with the 13-day period might be via satellite altimeter
data. However, aliasing due to the insufficient temporal res-
olution (the Jason altimeter has a repeat cycle of 10 days)
will make such an analysis problematic. The closeness of
the 13-day fluctuations to the fortnightly tidal periods could
point to a tidal origin of this signal. However, fortnightly
tidal fits applied to the EBH densities give rather different
results for different depth levels (not shown), suggesting that
the 13-day fluctuations are not regular enough to be tidal os-
cillations. It could be that the 13-day period is associated to
variability induced by the eddy shedding south of the Canary
Islands. However, the previously reported eddy generation
sites are mostly south of Gran Canaria (distant from the shal-
lower measurements at EBH) and subsequently the eddies
tend to propagate downstream to the west (e.g., Sangrà et al.,
2005, 2009). Therefore it seems unlikely that they can be
responsible for the density variability observed at EBH. Fur-
thermore, the density fluctuations we observe are coherent
over a large depth range of up to 3500m, while the maxi-
mum depth associated with anomalies of eddies shed by the
Canary islands is roughly 1000m (Piedeleu et al., 2009). Al-
ternatively, the geometry of the semi-enclosed basin south of
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consistent with the southward transports (and maximum in
in-situ density) we find in April (Fig. 15). This suggests a
link with the variability we find in9

EBH
MAX but further analysis

needs to be done on the variability of the eastern boundary
current. A possible way to investigate this would be to com-
pare the available current-meter time series at the Lanzarote
passage (Hernández -Guerra et al., 2003) with our observa-
tions of 9

EBH
MAX. If good agreement is found, this would al-

low expanding the eastern-boundary AMOC time series back
in time to January 1997 (when the current-meter measure-
ments were initiated). This might be of potential importance
for the re-construction of the AMOC before the start of the
RAPID/MOCHA array in April 2004.
The Moroccan coastal upwelling undergoes seasonal

changes induced by the coast-parallel trade winds. The band
between 25� N and 43�N along the African coast exhibits
strongest coastal upwelling during summer and autumn (e.g.,
Wooster et al., 1975; Mittelstaedt et al., 1983). We observe
maximum densities in April/May, two months earlier than
the maximum upwelling occurs. Also coastal upwelling is
thought to bring waters from 200 or 300m depth to the sur-
face. In contrast, our analysis suggests coherent seasonal
density changes down to 1400m. For these reasons coastal
upwelling is unlikely to be the direct driver of the seasonal
density and transport cycles. Instead, the vertical struc-
ture suggests a first baroclinic mode as a result of the dis-
placement of the density surfaces induced by the wind stress
curl. A preliminary analysis of the QuikSCAT-based SCOW
(Scatterometer Climatology of Ocean Winds) seasonal wind
stress curl climatology (Risien and Chelton, 2008) reveals a
pronounced seasonal cycle in eastern boundary wind stress
curl, which leads the density anomaly by roughly 90 de-
grees or 3 months (Fig. 16). The out-of-phase relationship
is plausible, as uplifting of the density surfaces should pre-
vail during the winter phases of enhanced cyclonic wind curl
anomalies. Therefore maximum positive density anomalies
can be expected in spring, when the transition from cyclonic
to anti-cyclonic wind stress curl anomalies takes place. The
summer period of anti-cyclonic wind stress curl then should
lead to the observed maximum negative density anomalies in
autumn as a result of the maximum depression of the density
surfaces. The SCOW data set exhibits limitations in resolv-
ing the wind curl near the coast close to the mooring loca-
tions and needs to be further investigated.

8 Conclusions

Based on 3.5 years of moored temperature and salinity data
at the eastern boundary of the Atlantic at 26.5�N from a
tall mooring (EB1) located at the base of the continental
rise (24�W) and an array of small moorings (EBH) dis-
tributed across the continental slope up to the Moroccan shelf
(14�W), we find:
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from EBH (black), and seasonal cycle of wind stress curl (r ⇥ ⌧ )

anomaly at 27�7.50 N, 15�22.50W (about 200 km away from the
position of the shallowest mooring at EBH), based on the SCOW
climatology (Risien and Chelton, 2008; gray).

– Density anomalies at EBH are often coherent down to
1400m; 13-day density fluctuations even reach down to
3500m. This vertical coherence confirms the validity of
the sampling strategy at EBH, including the merging of
the profiles.

– There are significant transports between EB1 and EBH,
so contrary to the original planning, measurements at
EB1 cannot serve as backup for EBH. Density needs to
be observed right at the continental slope as part of an
AMOC monitoring strategy.

– Eastern-boundary density variations contribute
±2 Sv rms AMOC variability, similar to the con-
tribution from the western boundary (east of the
Bahamas) to the mid-ocean geostrophic component of
the AMOC.

– The seasonal cycle in density at the eastern boundary
is coherent between 100m and 1400m, with maximum
positive and negative density anomalies in spring and
autumn, respectively. Resulting is a minimum AMOC
in spring and a maximum AMOC in autumn, with a
peak-to-peak amplitude of the seasonal cycle of 5.2 Sv
caused by the eastern boundary, which dominates the
6.7 Sv seasonal cycle of the total AMOC.

– At present the long-term contribution of eastern-
boundary density variability to the AMOC is uncertain.
The annual cycle at the eastern boundary, however, is
larger than expected. This may mean that on longer
time scales the contribution from eastern-boundary den-
sities to the AMOC could be significant. Long-term
sustained density measurements at EBH are necessary
to quantify the role of eastern-boundary densities on
AMOC changes at 26.5�N on inter-annual and longer
time scales.
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Abstract. We study the contribution of eastern-boundary
density variations to sub-seasonal and seasonal anomalies
of the strength and vertical structure of the Atlantic Merid-
ional Overturning Circulation (AMOC) at 26.5� N, by means
of the RAPID/MOCHA mooring array between April 2004
and October 2007. The major density anomalies are found
in the upper 500m, and they are often coherent down to
1400m. The densities have 13-day fluctuations that are ap-
parent down to 3500m. The two strategies for measuring
eastern-boundary density – a tall offshore mooring (EB1) and
an array of moorings on the continental slope (EBH) – show
little correspondence in terms of amplitude, vertical struc-
ture, and frequency distribution of the resulting basin-wide
integrated transport fluctuations, implying that there are sig-
nificant transport contributions between EB1 and EBH. Con-
trary to the original planning, measurements from EB1 can-
not serve as backup or replacement for EBH: density needs
to be measured directly at the continental slope to compute
the full-basin density gradient. Fluctuations in density at
EBH generate transport variability of 2 Sv rms in the AMOC,
while the overall AMOC variability is 4.8 Sv rms. There
is a pronounced deep-reaching seasonal cycle in density at
the eastern boundary, which is apparent between 100m and
1400m, with maximum positive anomalies in spring and
maximum negative anomalies in autumn. These changes
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drive anomalous southward upper mid-ocean flow in spring,
implying maximum reduction of the AMOC, and vice-versa
in autumn. The amplitude of the seasonal cycle of the AMOC
arising from the eastern-boundary densities is 5.2 Sv peak-
to-peak, dominating the 6.7 Sv peak-to-peak seasonal cycle
of the total AMOC. Our analysis suggests that the seasonal
cycle in density may be forced by the strong near-coastal sea-
sonal cycle in wind stress curl.

1 Introduction

The Atlantic Meridional Overturning Circulation (AMOC)
moves northward approximately 19 Sv (1 Sv⌘106 m3 s�1) of
warm, saline waters above roughly 1000m depth and the
same amount of cold water back south below 1000m. The
AMOC plays a key role in the meridional heat transport in
the North Atlantic and the resulting heat release to the at-
mosphere on the water’s way towards high latitudes. In the
past, the strength of the AMOC was estimated from tem-
porally sparse hydrographic observations (e.g., Worthing-
ton, 1976; Hall and Bryden, 1982; Roemmich and Wun-
sch, 1985; Bryden et al., 2005; Longworth, 2007). The
insufficient temporal resolution, however, would compli-
cate the analysis of variability or the detection of trends in
the AMOC. To monitor continuously the temporal evolu-
tion of the AMOC at 26.5�N, the RAPID (Rapid Climate
Change)/MOCHA (Meridional Overturning Circulation and
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The possibility that the oceanic general circulation is undergoing
changes as part, or the cause, of major climate shifts is being
intensely discussed1, with some published results relying on
data from moorings spanning the North Atlantic Ocean2,3.
The circulation is, however, extremely noisy. Here, I use
existing estimates of the frequency and wavenumber content
of geostrophic eddies in the ocean4 to show that variations
in ocean-wide integrated transport must appear even in the
absence of a true long-term trend. Expected fluctuations
exceed ±20 ⇥ 109 kg s�1 (or ±20 ⇥ 106 m3 s�1) and exhibit
multi-year timescales. Existing knowledge of the eddy field allows
predictions of observed variability and produces lower bounds
on the (multi-decadal) timescale required to detect true trends
of a large magnitude. Detecting and understanding the eVect of
climate change on the ocean circulation requires observations in
three dimensions over long periods of time.

Until comparatively recently, the ocean circulation was viewed
as consisting primarily of a large-scale, very slowly changing,
flow. The discovery in the 1970s (ref. 5) of an intense field of
variability, with mid-latitude spatial scales of 100 km and larger,
and timescales of months and longer, greatly complicates eVorts
to discern long-timescale shifts in the basin-wide circulation. In
particular, moorings deployed across the North Atlantic, as in the
Rapid Climate Change Program (RAPID)2,3,6 at 25� N, will produce
apparent basin-scale mass transport trend-like variability, whose
magnitude can be estimated a priori—the purpose here.

The ocean circulation is in near-geostrophic balance, meaning
that there is an equilibrium between the Coriolis and pressure
forces. An important peculiarity of this balance, heavily relied on
by oceanographers, is that the total mass of fluid moving in the
meridional overturning circulation (MOC) above any depth z0,
ocean-wide, depends only on the pressure diVerence across the
basin—as long as bottom topography does not intervene above z0.
Thus, we need only observe pressure changes, for example, adjacent
to the Bahamas on the west, and near the coast of Africa on the
east, to determine fluctuations in the ocean circulation between
those two places above the crest of the Mid-Atlantic Ridge (at
about 2,000 m). Pressure data located between these two points are
readily shown to ‘drop-out’ when computing the total meridional
movement of water. More generally, and independent of method,
zonally integrated meridional transport in geostrophic flows is
extremely sensitive to end eVects, whether the measurements are
of pressure, or of velocity directly.

REPRESENTING THE EDDY FIELD

Oceanic variability can be characterized in many ways. Here, it
is represented as a three-dimensional random field suYciently
near-gaussian to be depicted through its time mean (zero in all
elements about a climatology) and a frequency–wavenumber power
spectral density form proposed by Zang and Wunsch4 (hereafter
ZW). They constructed a spectral representation modulated by
strongly spatially varying amplitude factors. See the Methods
section for details.

Consider any moored system capable of measuring the
temperature, T , and salinity, S, as a function of depth, z, and time
t , at zonal position x and latitudinal position y. Then the pressure
p at x,y,z, t can be obtained from hydrostatic balance as,

p
�
x,y,z0, t

� = g
Z 0

z0

⇢
�
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�
x,y,z, t

�
,S

�
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⇢ is the fluid density as determined from temperature and salinity,
g is the local gravitational acceleration and ⌘ is the displacement
of the sea surface from the long-term mean. ⇢0 is a constant
surface density. (x, y correspond to local cartesian zonal and
meridional coordinates.) The mass transport, V , of fluid moving
northwards above depth z0, between two locations, x1, x2 with
common latitude, y, is,
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� /
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⇥
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��p
�
x1,y,z0, t
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dz,

and above the bottom topography is not dependent on the
values between x1, x2. The same equation applies both to the
time mean and changes about that mean; only the variations
are considered here. Temperature and salinity moorings do not
produce measurements of the elevation changes, ⌘, contributing
to the pressure fluctuations. Three possibilities exist for inferring
⌘. (1) Assume that at any instant, the value of ⌘ at the two
locations conspires with the density field to produce a particular
depth, zc, where the pressure anomalies at x1, x2 are identical,
producing a level of no horizontal motion—although there is no
evidence for such behaviour. (2) Although such devices tend to
drift, instruments measuring bottom pressure, pb, can be placed at
the sea floor and ⌘ can be deduced from pb and temperature and
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Figure 1 Barotropic (n= 0) and first two baroclinic (n= 1,2) horizontal

velocity and pressure modes
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labelled Fn (z ), n= 0,1,2, . . ., in the North

Atlantic at 24

�
N, 32

�
W describing most variability. Notice that n= 1 has a zero

crossing (level of no motion) at about 1,400m. The approximate depth of the first
zero crossing is a convenient reference integration depth, but any other depth can
be used as long as no topography arises above that level. n= 0 is the barotropic
mode, and has no measurable signature in temperature and salinity. Modal shapes
vary slowly with position, and are normalized to integrate in the square to unity.

salinity. (3) Altimetric satellites7 are capable of direct measurements
of ⌘.

Altimetric data are by far the most abundant, and it is known8

that the root-mean-square (r.m.s.) fluctuations of ⌘ in the western
North Atlantic near the Bahamas are about 16 cm over timescales
of several months, and on the eastern side, r.m.s. values are
about 4 cm. Extensive current-meter mooring measurements in the
ocean9 have shown that ⌘ and ⇢ tend to co-vary. As a result, we can
calculate flow characteristics as sums of the functions of depth, z,
shown in Fig. 1—they are the oceanic vertical normal modes9.

Given the altimetric measurements, and the assumption of
the vertical structures, it is a simple matter, as outlined in the
Methods section and Supplementary Information, to determine
the frequency power density of the expected MOC transport and
to produce examples of the sort of stochastic variations expected.
Figure 2 shows a hypothetical realization of a transport curve,
having the spectral density required for V . It was assumed that
only vertical mode n = 1 was contributing and the transport
values are for the region above z0 ⇡ 1,000 m, slightly shallower
than justified, and thus providing a lower bound on the total
variability there. The so-called barotropic mode, with n = 0, has in
practice about 50% of the eddy kinetic energy9, but it is invisible
in moored temperature and salinity measurements. (It is visible
to the altimeters; it can also be inferred through the combination
of measurements of temperature, salinity and bottom pressure.)
The corresponding variability is just as real as that found from the
other modes, but is not explicitly included here. Figure 2 can be
compared to, for example, ref. 2, their Fig. 3, showing comparable
changes from measurements. In practice, at 25� N in the Atlantic,
further incoherent fluctuations of the Florida Current, which is
confined there between Florida and the Bahama Islands, would
have to be added to the variations plotted in Fig. 2 to determine
the total fluctuations. A strong annual cycle in the surface layers is
also not included here. These and other changes would need to be
included in calculations of the transport of corresponding enthalpy
(heat), freshwater and so on.

Tr
an

sp
or

t (
Sv

)
Tr

an
sp

or
t (

Sv
)

–50

0

50

100 200 300 400 500 600 700 800 900
Months

Months

0 1,000

–40

–20

0

20

40

105 110 115 120 125 130 135

Figure 2 Simulation over 1,000 months (upper panel) of the transport variation

between two moorings above about 1,000m in which the eddy variability

occurs incoherently. That behaviour is expected for any two moorings separated by
more than about 30 km. The lower panel expands the upper one over a three-year
time period. Extended intervals of apparent trends are visible, but are just the
random superposition of eddy noise. These records have the mildly red spectral
density assumed for the variability. (1 Sverdrup, Sv, is 106 m3 s�1 ⇡ 109 kg s�1.) No
particular year or two is typical—long intervals of comparatively small and large
transport occur.

Even without n = 0, Fig. 2 shows changes with extremes
approaching about 50⇥109 kg s�1. For perspective, the time mean
flow between the Bahamas and Africa is believed to be about
16 ⇥ 109 kg s�1 above about 1,000 m (ref. 10). Mass transport
fluctuations about this value would be accommodated by water
storage to the north and south, by compensating transport
fluctuations below z0 and by the Gulf Stream. The fluctuations seen
in Fig. 2 are, in this example, wholly due to the random behaviour
of an eddy field with an r.m.s. value of about 16 cm elevation
change. It is immaterial whether the entire pressure variability
occurs on the west, with the eastern mooring showing no change,
or whether the corresponding incoherent pressure variances are
partitioned between the moorings. As has been known for a long
time11, moored measurements of temperature (and by inference,
salinity) decorrelate extremely rapidly with lateral separation of
moorings; see Supplementary Information. Measurement intervals
of a year or two are too short to draw inferences about the overall
range of expected change—some years show little fluctuation,
others very large values.

EXTENDED CONSIDERATIONS

The ZW spectral model is a simplified one, and produces an inter-
mooring coherence (see the Supplementary Information) that is
independent of frequency for all separations. Significant ocean
variability is more complex than the gaussian random field so-
described, including coherent and phase-locked vertical modes
and probably also locked horizontal wavenumbers. Much more
sophisticated and complete eddy (and even lower frequency),
larger-scale motion representations can be constructed. It is
diYcult, however, to produce results that diVer radically from the
ones shown here, as long as the mooring measurements, or pressure
determinations, are incoherent. Locally phase-locked disturbances
can generate larger variations than estimated here, as the diVerent
vertical modes are likely to be reinforcing at least some of the
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The possibility that the oceanic general circulation is undergoing
changes as part, or the cause, of major climate shifts is being
intensely discussed1, with some published results relying on
data from moorings spanning the North Atlantic Ocean2,3.
The circulation is, however, extremely noisy. Here, I use
existing estimates of the frequency and wavenumber content
of geostrophic eddies in the ocean4 to show that variations
in ocean-wide integrated transport must appear even in the
absence of a true long-term trend. Expected fluctuations
exceed ±20 ⇥ 109 kg s�1 (or ±20 ⇥ 106 m3 s�1) and exhibit
multi-year timescales. Existing knowledge of the eddy field allows
predictions of observed variability and produces lower bounds
on the (multi-decadal) timescale required to detect true trends
of a large magnitude. Detecting and understanding the eVect of
climate change on the ocean circulation requires observations in
three dimensions over long periods of time.

Until comparatively recently, the ocean circulation was viewed
as consisting primarily of a large-scale, very slowly changing,
flow. The discovery in the 1970s (ref. 5) of an intense field of
variability, with mid-latitude spatial scales of 100 km and larger,
and timescales of months and longer, greatly complicates eVorts
to discern long-timescale shifts in the basin-wide circulation. In
particular, moorings deployed across the North Atlantic, as in the
Rapid Climate Change Program (RAPID)2,3,6 at 25� N, will produce
apparent basin-scale mass transport trend-like variability, whose
magnitude can be estimated a priori—the purpose here.

The ocean circulation is in near-geostrophic balance, meaning
that there is an equilibrium between the Coriolis and pressure
forces. An important peculiarity of this balance, heavily relied on
by oceanographers, is that the total mass of fluid moving in the
meridional overturning circulation (MOC) above any depth z0,
ocean-wide, depends only on the pressure diVerence across the
basin—as long as bottom topography does not intervene above z0.
Thus, we need only observe pressure changes, for example, adjacent
to the Bahamas on the west, and near the coast of Africa on the
east, to determine fluctuations in the ocean circulation between
those two places above the crest of the Mid-Atlantic Ridge (at
about 2,000 m). Pressure data located between these two points are
readily shown to ‘drop-out’ when computing the total meridional
movement of water. More generally, and independent of method,
zonally integrated meridional transport in geostrophic flows is
extremely sensitive to end eVects, whether the measurements are
of pressure, or of velocity directly.

REPRESENTING THE EDDY FIELD

Oceanic variability can be characterized in many ways. Here, it
is represented as a three-dimensional random field suYciently
near-gaussian to be depicted through its time mean (zero in all
elements about a climatology) and a frequency–wavenumber power
spectral density form proposed by Zang and Wunsch4 (hereafter
ZW). They constructed a spectral representation modulated by
strongly spatially varying amplitude factors. See the Methods
section for details.

Consider any moored system capable of measuring the
temperature, T , and salinity, S, as a function of depth, z, and time
t , at zonal position x and latitudinal position y. Then the pressure
p at x,y,z, t can be obtained from hydrostatic balance as,

p
�
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⇢ is the fluid density as determined from temperature and salinity,
g is the local gravitational acceleration and ⌘ is the displacement
of the sea surface from the long-term mean. ⇢0 is a constant
surface density. (x, y correspond to local cartesian zonal and
meridional coordinates.) The mass transport, V , of fluid moving
northwards above depth z0, between two locations, x1, x2 with
common latitude, y, is,
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� /
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and above the bottom topography is not dependent on the
values between x1, x2. The same equation applies both to the
time mean and changes about that mean; only the variations
are considered here. Temperature and salinity moorings do not
produce measurements of the elevation changes, ⌘, contributing
to the pressure fluctuations. Three possibilities exist for inferring
⌘. (1) Assume that at any instant, the value of ⌘ at the two
locations conspires with the density field to produce a particular
depth, zc, where the pressure anomalies at x1, x2 are identical,
producing a level of no horizontal motion—although there is no
evidence for such behaviour. (2) Although such devices tend to
drift, instruments measuring bottom pressure, pb, can be placed at
the sea floor and ⌘ can be deduced from pb and temperature and
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labelled Fn (z ), n= 0,1,2, . . ., in the North

Atlantic at 24

�
N, 32

�
W describing most variability. Notice that n= 1 has a zero

crossing (level of no motion) at about 1,400m. The approximate depth of the first
zero crossing is a convenient reference integration depth, but any other depth can
be used as long as no topography arises above that level. n= 0 is the barotropic
mode, and has no measurable signature in temperature and salinity. Modal shapes
vary slowly with position, and are normalized to integrate in the square to unity.

salinity. (3) Altimetric satellites7 are capable of direct measurements
of ⌘.

Altimetric data are by far the most abundant, and it is known8

that the root-mean-square (r.m.s.) fluctuations of ⌘ in the western
North Atlantic near the Bahamas are about 16 cm over timescales
of several months, and on the eastern side, r.m.s. values are
about 4 cm. Extensive current-meter mooring measurements in the
ocean9 have shown that ⌘ and ⇢ tend to co-vary. As a result, we can
calculate flow characteristics as sums of the functions of depth, z,
shown in Fig. 1—they are the oceanic vertical normal modes9.

Given the altimetric measurements, and the assumption of
the vertical structures, it is a simple matter, as outlined in the
Methods section and Supplementary Information, to determine
the frequency power density of the expected MOC transport and
to produce examples of the sort of stochastic variations expected.
Figure 2 shows a hypothetical realization of a transport curve,
having the spectral density required for V . It was assumed that
only vertical mode n = 1 was contributing and the transport
values are for the region above z0 ⇡ 1,000 m, slightly shallower
than justified, and thus providing a lower bound on the total
variability there. The so-called barotropic mode, with n = 0, has in
practice about 50% of the eddy kinetic energy9, but it is invisible
in moored temperature and salinity measurements. (It is visible
to the altimeters; it can also be inferred through the combination
of measurements of temperature, salinity and bottom pressure.)
The corresponding variability is just as real as that found from the
other modes, but is not explicitly included here. Figure 2 can be
compared to, for example, ref. 2, their Fig. 3, showing comparable
changes from measurements. In practice, at 25� N in the Atlantic,
further incoherent fluctuations of the Florida Current, which is
confined there between Florida and the Bahama Islands, would
have to be added to the variations plotted in Fig. 2 to determine
the total fluctuations. A strong annual cycle in the surface layers is
also not included here. These and other changes would need to be
included in calculations of the transport of corresponding enthalpy
(heat), freshwater and so on.

Tr
an

sp
or

t (
Sv

)
Tr

an
sp

or
t (

Sv
)

–50

0

50

100 200 300 400 500 600 700 800 900
Months

Months

0 1,000

–40

–20

0

20

40

105 110 115 120 125 130 135

Figure 2 Simulation over 1,000 months (upper panel) of the transport variation

between two moorings above about 1,000m in which the eddy variability

occurs incoherently. That behaviour is expected for any two moorings separated by
more than about 30 km. The lower panel expands the upper one over a three-year
time period. Extended intervals of apparent trends are visible, but are just the
random superposition of eddy noise. These records have the mildly red spectral
density assumed for the variability. (1 Sverdrup, Sv, is 106 m3 s�1 ⇡ 109 kg s�1.) No
particular year or two is typical—long intervals of comparatively small and large
transport occur.

Even without n = 0, Fig. 2 shows changes with extremes
approaching about 50⇥109 kg s�1. For perspective, the time mean
flow between the Bahamas and Africa is believed to be about
16 ⇥ 109 kg s�1 above about 1,000 m (ref. 10). Mass transport
fluctuations about this value would be accommodated by water
storage to the north and south, by compensating transport
fluctuations below z0 and by the Gulf Stream. The fluctuations seen
in Fig. 2 are, in this example, wholly due to the random behaviour
of an eddy field with an r.m.s. value of about 16 cm elevation
change. It is immaterial whether the entire pressure variability
occurs on the west, with the eastern mooring showing no change,
or whether the corresponding incoherent pressure variances are
partitioned between the moorings. As has been known for a long
time11, moored measurements of temperature (and by inference,
salinity) decorrelate extremely rapidly with lateral separation of
moorings; see Supplementary Information. Measurement intervals
of a year or two are too short to draw inferences about the overall
range of expected change—some years show little fluctuation,
others very large values.

EXTENDED CONSIDERATIONS

The ZW spectral model is a simplified one, and produces an inter-
mooring coherence (see the Supplementary Information) that is
independent of frequency for all separations. Significant ocean
variability is more complex than the gaussian random field so-
described, including coherent and phase-locked vertical modes
and probably also locked horizontal wavenumbers. Much more
sophisticated and complete eddy (and even lower frequency),
larger-scale motion representations can be constructed. It is
diYcult, however, to produce results that diVer radically from the
ones shown here, as long as the mooring measurements, or pressure
determinations, are incoherent. Locally phase-locked disturbances
can generate larger variations than estimated here, as the diVerent
vertical modes are likely to be reinforcing at least some of the
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Figure 12:  As in Figure 11, but for an integration initialized with a field of cyclonic 

and anticyclonic eddies. 
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Figure 12:  As in Figure 11, but for an integration initialized with a field of cyclonic 

and anticyclonic eddies. 

 

 

idealised numerical model experiments:
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linear wave theory:

In a linear, reduced-gravity ocean:

Low frequency limit $ long and short Rossby wave solutions:

At the western boundary u=0 and layer thickness depends on balance between

incoming long Rossby waves and reflected short Rossby waves:

Substituting into 2 and noting ks>>kl gives:

Assuming no wave disturbance on the boundary to the north:
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In a linear, reduced-gravity ocean:

Low frequency limit $ long and short Rossby wave solutions:

At the western boundary u=0 and layer thickness depends on balance between
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Figure 3.9: As for figure 3.8 but for lead times of (a) 6 years, (b) 9 years, (c) 11 years,
(d) 13 years, (e) 14 years and (f) 15 years.

in the dual North Brazil Current. It is implied that ocean cooling anywhere in the

North Atlantic western boundary current system or subpolar gyre interior would lead

to an increase in  25N
month

, 9 years later. Heat gain by the ocean right on the eastern
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Figure 3.6: As for figure 3.3 but for sensitivity to meridional wind stress, ⌧y. Positive
sensitivity indicates that a strengthening of the northward wind at the specified lead time
increases the overturning at 25�N.
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Figure 4.4: Anomalies in  25N
month

associated with forcing anomalies, F 0, about the
climatological seasonal cycle, Fc. Transport anomalies are computed using the adjoint
approach so that in any month, the AMOC anomaly is the net result of F 0 applied over
the previous 15 years.

We estimate expected interannual variability in the subtropical AMOC by pro-

jecting interannual forcing anomalies, F 0 = Q0, (E �P )0, ⌧x0, ⌧ y 0, onto the sensitivity

patterns. The correct alignment of F 0 onto corresponding sensitivity for lead times

of 1-180 months is illustrated in figure 4.3. The resultant timeseries of 1995-2010

AMOC transport anomaly,  0, is shown in figure 4.4.  0 generated by Q0 ranges

between -5.4 Sv and 1.1 Sv.  0 generated by ⌧x0 and ⌧ y 0 ranges between -5.6 Sv

and 5.5 Sv, and -2.0 Sv and 2.4 Sv respectively and exhibits significant variability on

subannual timescales. Interestingly, (E�P )0 is ine↵ectual in perturbing the monthly

mean AMOC at 25�N (associated anomalies are O(10�3) Sv).

Notable low frequency AMOC variability is also visible in the 1995-2010 timeseries

of  0. This is driven principally by Q0, which makes a negative contribution to the

AMOC through almost the entire period assessed. Interestingly, strong seasonality

in this timeseries is notable for the period 2003-2006, which prompts an investigation

of the potential contribution Q0 to  c. The mean seasonal cycle driven by interannual

meridional wind stress

heat flux
total

zonal wind stress

AMOC	
  response	
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  (monthly	
  sensitivities)	
  x	
  (forcings)	
  	
  	
  ...	
  	
  over	
  all	
  grid	
  points,	
  preceding	
  15	
  years:
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Figure 4.6: As for figure 4.4, but for AMOC memory truncated gradually from 15 years
to 1 month. Colour indicates the length of assumed memory considered in computing  0.
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Decomposition of the AMOC in HadCM3    (Sime et al., 2006)
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where L(y, z) # xe(y, z) $ xw(y, z), and a tilde '
indicates the along-sectional average of a property over

the region where hb(x) & $z. These components are
depicted in Figs. 1b–1d.

The above definitions of L, p̂(, and (̂ are based on the
assumption that the section crosses a single basin, with
depth monotonically increasing from 0 to h and then
monotonically decreasing to 0. In practice, sections
tend to be divided into subbasins by topographic fea-
tures, particularly in the deep ocean. The analysis is
equally applicable in such cases. The terms p̂( and (̂ are
the sum of the zonal pressure and density differences,
respectively, in each subbasin, and L is the sum of sub-
basin widths.

The information required to construct each compo-
nent is as follows. A density profile is required wher-
ever bathymetry changes to reconstruct )(. The zonal-
mean zonal wind stress is required for )*. The mean
velocity [from bottom pressure, or from suitably aver-
aged lowered acoustic Doppler current profiler
(LADCP) data] as well as the Ekman contribution to
this, over each isobath is needed to reconstruct )*. A
nonzero value of )* occurs if there is a correlation be-
tween depth-independent flow and bathymetric depth.
For example, northward depth-independent flow over
shallow isobaths and southward depth-independent
flow over deep isobaths would yield positive )* be-
tween these levels. (If isopycnal coordinates were used,

FIG. 1. The 100-yr mean MOC diagnostics for the Atlantic Ocean in the HadCM3 control
run: (a) ), the total overturning, (b) )(, the thermohaline or vertical shears component, (c) )*,
the Ekman component, and (d) )*, the external mode component. Gray shading and positive
values indicate clockwise (looking west) overturning; white indicates anticlockwise overturn-
ing. Contour intervals are 2 Sv. The overturning is not decomposed within 5° of the equator.

DECEMBER 2006 S I M E E T A L . 2257

!"!y, z, t" #
1

"0 f!"$h

z #g"
$h

Z

"̂!y, Z#, t" dZ#$
$ p̂"!y, Z, t" dZ%, !11"

where

p̂"!y, z, t" # "
xw!y,z"

xe!y,z" $p"

$x
dx, "̂ # "!xe, z" $ "!xw, z",

and h is the maximum bathymetric depth of the section,

!%!y, z, t" #
1

"0 f "$h

z L0H!Z % h%"%x

h%

$
L!y, Z"L0%x

A
dZ,

!12"

!*!y, z, t" # $"
$h

z

L!y, Z"

& !!!̃m $ !m" %
1

"0 f #& %x

hb
' $

L0%x

A $% dZ,

!13"

where L(y, z) # xe(y, z) $ xw(y, z), and a tilde '
indicates the along-sectional average of a property over

the region where hb(x) & $z. These components are
depicted in Figs. 1b–1d.

The above definitions of L, p̂(, and (̂ are based on the
assumption that the section crosses a single basin, with
depth monotonically increasing from 0 to h and then
monotonically decreasing to 0. In practice, sections
tend to be divided into subbasins by topographic fea-
tures, particularly in the deep ocean. The analysis is
equally applicable in such cases. The terms p̂( and (̂ are
the sum of the zonal pressure and density differences,
respectively, in each subbasin, and L is the sum of sub-
basin widths.

The information required to construct each compo-
nent is as follows. A density profile is required wher-
ever bathymetry changes to reconstruct )(. The zonal-
mean zonal wind stress is required for )*. The mean
velocity [from bottom pressure, or from suitably aver-
aged lowered acoustic Doppler current profiler
(LADCP) data] as well as the Ekman contribution to
this, over each isobath is needed to reconstruct )*. A
nonzero value of )* occurs if there is a correlation be-
tween depth-independent flow and bathymetric depth.
For example, northward depth-independent flow over
shallow isobaths and southward depth-independent
flow over deep isobaths would yield positive )* be-
tween these levels. (If isopycnal coordinates were used,

FIG. 1. The 100-yr mean MOC diagnostics for the Atlantic Ocean in the HadCM3 control
run: (a) ), the total overturning, (b) )(, the thermohaline or vertical shears component, (c) )*,
the Ekman component, and (d) )*, the external mode component. Gray shading and positive
values indicate clockwise (looking west) overturning; white indicates anticlockwise overturn-
ing. Contour intervals are 2 Sv. The overturning is not decomposed within 5° of the equator.
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  low-­‐frequency,	
  full	
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column	
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  and	
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  sound	
  sources.
	
  

In	
  the	
  water:	
  	
  	
  Summer	
  2014

courtesy:	
  Susan	
  Lozier



Specific	
  OSNAP	
  objec/ves:

1.	
  Quan/fy	
  the	
  subpolar	
  AMOC	
  and	
  its	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
intra-­‐seasonal	
  to	
  interannual	
  variability	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
via	
  overturning	
  metrics,	
  including	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
associated	
  fluxes	
  of	
  heat	
  and	
  freshwater.

2.	
  Determine	
  the	
  pathways	
  of	
  overflow	
  waters	
  in	
  the	
  NASPG	
  to	
  
inves/gate	
  the	
  connec/vity	
  of	
  the	
  deep	
  boundary	
  current	
  
system.

3.	
  Relate	
  AMOC	
  variability	
  to	
  deep	
  water	
  mass	
  variability	
  and	
  
basin-­‐scale	
  wind	
  forcing.

4.	
  Determine	
  the	
  nature	
  and	
  degree	
  of	
  the	
  subpolar-­‐subtropical	
  
AMOC	
  connec/vity.

5.	
  Determine	
  from	
  new	
  OSNAP	
  measurements	
  the	
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  in	
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NASPG.

courtesy:	
  Susan	
  Lozier



South Atlantic MOC array (SAMOC):  
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applied responds rapidly, whereas the opposite hemisphere
responds much more slowly, on a timescale controlled by Rossby
wave propagation [Johnson and Marshall, 2002 ]. High frequency
variability is confined to the hemisphere in which it is generated.
The dependence of Rossby wave speed on latitude means that the
lower the frequency, the further a signal penetrates into the other
hemisphere.
[8] The response of the overturning circulation to changes in

forcing can be predicted by a simple analytical theory which relates
anomalies in meridional overturning to the zonal propagation of
heat content anomalies by Rossby waves (Figure 3A and Johnson
and Marshall [2002]):

TN ! TS ¼
Z

he t ! L

c

! "

! he tð Þ
# $

R c df

where f is the latitude, L(f) is the width of the Atlantic, c(f) is the
Rossby wave speed, R is the radius of the Earth and TN and TS are
boundary conditions on meridional transport at the north and south
of the domain. The integral is evaluated over the entire latitudinal
extent of the basin. The only unknown is he, the surface layer
thickness on the eastern boundary, at the present time, and hence
the evolution of the system is described in terms of this single
variable. Assuming periodic anomalies allows us to derive the
damping of the meridional transport signal as a function of latitude
and frequency:
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where g0 is the reduced gravity (here 0.02 m s!2), H is the surface
layer depth, ! is the Earth’s rotation rate, w is the frequency, and
fN and fS are the northern and southern extents of the domain
respectively.
[9] Panels B and C of Figure 3 show this damping for each of

the three frequencies presented in Figure 2. Plotted is the amplitude
of the variability in meridional transport (T ) at each latitude as a
fraction of the meridional transport prescribed on the northern
boundary (TN). In B the damping diagnosed from the numerical
calculation is plotted, whilst C shows the theoretical results. At low
frequencies the theory captures the details of the latitudinal response
well. For a 40 year forcing period the overturning circulation
throughout the entire basin is significantly affected by variability
in forcing on the northern boundary. For a 5 year forcing period the
equatorial damping is evident, with the signal in the South Atlantic
limited to the tropics. For a 1 year forcing period the equator

provides a sharp cut off. In this case the linear theory captures the
qualitative aspects of the damping but there are quantitative differ-
ences, particularly in the northern hemisphere. These arise because
the linear theory assumes a separation between the timescale of the
forcing and the Kelvin wave propagation time. At annual frequen-
cies this assumption starts to break down. In general though, the
theoretical results compare well with those diagnosed from the full
numerical calculations, which suggests that the theory successfully
captures the response of the Atlantic overturning circulation to
variability in forcing. Figure 3D shows the theoretical prediction for
forcing periods from 1 to 100 years. In the steady state (at zero
frequency) the overturning circulation strength at all latitudes is
equal to the imposed forcing on the northern boundary, T = TN.

4. Discussion

[10] The theory confirms that the spatial extent of variability in
Atlantic meridional overturning is highly dependent upon fre-
quency. Variability at decadal and higher frequencies is confined
to a single hemisphere, rather than being global in extent. Specif-
ically, this implies that (a) overturning variability resulting from
high frequency changes in buoyancy forcing in the Labrador and
Greenland Seas will be limited to the North Atlantic, and (b) any
observed decadal and higher frequency fluctuations in North
Atlantic overturning can only result from changes in the surface

Figure 1. Schematic meridional cross-section of the Atlantic
ocean. Warm surface water overlies colder North Atlantic Deep
Water. The arrows show the direction of the overturning
circulation. Is the strength of the circulation set by the rate of
deep water formation at high latitudes in the northern hemisphere
(associated with the rate at which heat is lost to the atmosphere), or
by the rate at which water is driven northwards across isopycnals in
the Southern Ocean (determined by the wind stress t)?

Figure 2. The equator as a low-pass filter. Overturning circula-
tion strength as a function of latitude and time, for a forcing on the
northern boundary with a period of 40 years, 5 years and 1 year.
The contour interval is 0.4 Sv. Positive overturning anomalies
greater than 0.6 Sv are darkly shaded, whilst negative anomalies
appear white. Note the damping effect of the tropics in all but the
low frequency case.
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Equatorial buffer 

=> limited coherence between 
      North and South Atlantic on 
      seasonal to interannual time scales: 

(Johnson and Marshall, 2002)

but .... 
fluxes within the North Atlantic basin itself. This also allows for
the possibility of feedback upon the atmosphere through changes in
the tropical ocean circulation [Yang, 1999; Hakkinen, 2000; Mar-
shall et al., 2001].
[11] It follows from this that the effect of Southern Ocean winds

on the North Atlantic overturning circulation is limited. Figure 4
shows the meridional overturning strength as a function of time for
the case in which northern hemisphere deep water formation is
replaced by Southern Ocean wind forcing. The effect of Southern
Ocean winds is incorporated by imposing a zonally uniform flow
into the domain along its southern boundary, with a period of 10
years. This represents variability in the surface Ekman flow in the
Southern Ocean around Antarctica [Toggweiler and Samuels,
1995]. The equator again acts as a low-pass filter, here restricting
decadal variability in meridional transport to the southern hemi-
sphere. There is almost no effect in the mid- and high-latitude
North Atlantic. This suggests that on decadal and shorter time-
scales, Southern Ocean wind variability, whilst important for the
southern hemisphere circulation, is not important for the over-
turning circulation in the North Atlantic, and is consequently
unlikely to influence European climate.
[12] Under the UK Natural Environment Research Council’s

Rapid Climate Change thematic programme plans are afoot to
establish a monitoring system which will detect abrupt changes in
North Atlantic meridional overturning. The localization of varia-
bility to a single hemisphere demonstrated here suggests that
monitoring efforts should be concentrated in the North Atlantic.

[13] Acknowledgments. This work was supported by the UK
National Environmental Research Council. We are grateful to Rowan
Sutton and two anonymous reviewers for useful comments.
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Figure 3. (A) Schematic illustrating the key elements of the
theory. Kelvin waves propagate from the forcing region in the
northwest corner of the domain, along the western boundary and
across the equator. These remove any pressure gradients on the
eastern boundary on a timescale of months. A small but uniform
anomaly in heat content is then carried westwards into the interior
by Rossby waves radiated from the eastern boundary (TE). A mass
budget of the boundary region (indicated by the dashed line) relates
the difference between this anomaly and that arriving at the western
boundary (TW) to the meridional divergence in volume transport
(TN – TS). This results in a simple linear theory which can be solved
analytically for the time evolution of the system and the damping of
the transport signal with latitude. (B) Damping of the transport
signal as diagnosed from the full numerical calculation, for each of
the three forcing frequencies illustrated in Figure 2. (C,D) Damping
of the transport signal as calculated from the linear theory.

Figure 4. Overturning circulation strength for the case in which
Southern Ocean winds vary sinusoidally with a period of 10 years.
The contour interval is 0.4 Sv. Positive overturning anomalies
greater than 0.6 Sv are darkly shaded, whilst negative anomalies
appear white. Note that overturning in the mid- and high-latitude
North Atlantic is unaffected.
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State estimation (reanalysis) - AMOC at 25N in various ocean syntheses (GSOP): 
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How many critical processes for AMOC variability are adequately-resolved by current models?  



Figure 6: Snapshot of the surface temperature field (℃) for the three different cases. Left:
NO BC. Middle: NO IR. Right: ALL IN . Upper row: after 3 months. Lower row: after
6 months.
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(∆x = 3.75 km)

Narimousa 1994; Jones and Marshall 1997; Legg et al.
1998). At the front surrounding the convection area, a
rim current develops, which becomes baroclinically un-
stable and generates small eddies with a size on the order
of the Rossby deformation radius. These eddies exchange
properties across the front and restratify the convection
area. As they are formed as a result of deep convection,
we will refer to them as convective eddies (CEs), fol-
lowing Chanut et al. (2008).

After the Labrador Sea Experiment in the 1990s (Lab
Sea Group 1998), it became clear that the boundary
current acts as a major source of buoyancy for the re-
plenishment of the dense water mass in the convected
area (Lilly et al. 2003). The buoyant water is brought into
the interior by lateral eddy fluxes (Spall 2004; Katsman
et al. 2004; Straneo 2006b), whereas the dense convected
water is exported out of the Labrador Sea in the bound-
ary current (Straneo 2006b; Brandt et al. 2007).

This process is captured in a conceptual model by
Straneo (2006b). With this model, the restratifying effect
of eddies originating from the boundary current was
investigated. The results of the conceptual model agree
nicely with in situ measurements, indicating that re-
stratification in the interior Labrador Sea is indeed

primarily caused by eddy-driven interior–boundary
current exchange. However, Straneo (2006b) did not
distinguish between the contributions of different eddy
types to the exchange.

There are two distinct pathways by which eddies may
flux buoyancy from the boundary current into the in-
terior. The first mechanism is a buoyancy flux associated
with baroclinic eddies that form at the density front
between the warm boundary current and the cold in-
terior. Like CEs, the size of these eddies is on the order
of the Rossby radius of deformation, but, contrary to
CEs, these eddies are present year-round. Following
Chanut et al. (2008), this eddy type will be referred to as
boundary current eddies (BCEs).

Second, large eddies (15–30-km radius) are shed from
the boundary current along the west coast of Greenland
(Fig. 1a). These eddies are referred to as Irminger rings
(IRs) because of their warm and saline Irminger Water
cores (Lilly and Rhines 2002; Lilly et al. 2003; Hatun
et al. 2007). The formation of these eddies is triggered by
a steepening of the slope along a portion of the western
Greenland coast (Bracco and Pedlosky 2003; Wolfe and
Cenedese 2006) (Fig. 1a). At the downstream end of this
steep slope a large eddy kinetic energy (EKE) signal is

FIG. 1. (a) Map of the Labrador Sea, with a schematic representation of the boundary current and the three eddy
types [shown are West Greenland Current (WGC), Irminger Current (IC), Labrador Current (LC), Irminger rings
(IRs), boundary current eddies (BCEs), and convective eddies (CEs)]. The dashed lines are the 500–2500-m isobaths
(contour interval of 500 m). The mixed layer depth in the winter of 1997 is shaded in color (Pickart et al. 2002). (b)
Model domain and idealized bathymetry (contour interval is 500 m). The domain shape is roughly based on the 1000-m
isobath in (a) to exclude the shelves. A boundary current is forced at the southern tip of Greenland by restoring
conditions for temperature and velocity, applied in the shaded area. The L-shaped island in the southeast guides the
flow back toward the restoring region. The mixed layer depth in the idealized convection area is shaded in color.
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distinguish between the contributions of different eddy
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There are two distinct pathways by which eddies may
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terior. The first mechanism is a buoyancy flux associated
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Chanut et al. (2008), this eddy type will be referred to as
boundary current eddies (BCEs).
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(Fig. 1a). These eddies are referred to as Irminger rings
(IRs) because of their warm and saline Irminger Water
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et al. 2007). The formation of these eddies is triggered by
a steepening of the slope along a portion of the western
Greenland coast (Bracco and Pedlosky 2003; Wolfe and
Cenedese 2006) (Fig. 1a). At the downstream end of this
steep slope a large eddy kinetic energy (EKE) signal is
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we will refer to them as convective eddies (CEs), fol-
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Sea Group 1998), it became clear that the boundary
current acts as a major source of buoyancy for the re-
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area (Lilly et al. 2003). The buoyant water is brought into
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This process is captured in a conceptual model by
Straneo (2006b). With this model, the restratifying effect
of eddies originating from the boundary current was
investigated. The results of the conceptual model agree
nicely with in situ measurements, indicating that re-
stratification in the interior Labrador Sea is indeed

primarily caused by eddy-driven interior–boundary
current exchange. However, Straneo (2006b) did not
distinguish between the contributions of different eddy
types to the exchange.

There are two distinct pathways by which eddies may
flux buoyancy from the boundary current into the in-
terior. The first mechanism is a buoyancy flux associated
with baroclinic eddies that form at the density front
between the warm boundary current and the cold in-
terior. Like CEs, the size of these eddies is on the order
of the Rossby radius of deformation, but, contrary to
CEs, these eddies are present year-round. Following
Chanut et al. (2008), this eddy type will be referred to as
boundary current eddies (BCEs).

Second, large eddies (15–30-km radius) are shed from
the boundary current along the west coast of Greenland
(Fig. 1a). These eddies are referred to as Irminger rings
(IRs) because of their warm and saline Irminger Water
cores (Lilly and Rhines 2002; Lilly et al. 2003; Hatun
et al. 2007). The formation of these eddies is triggered by
a steepening of the slope along a portion of the western
Greenland coast (Bracco and Pedlosky 2003; Wolfe and
Cenedese 2006) (Fig. 1a). At the downstream end of this
steep slope a large eddy kinetic energy (EKE) signal is

FIG. 1. (a) Map of the Labrador Sea, with a schematic representation of the boundary current and the three eddy
types [shown are West Greenland Current (WGC), Irminger Current (IC), Labrador Current (LC), Irminger rings
(IRs), boundary current eddies (BCEs), and convective eddies (CEs)]. The dashed lines are the 500–2500-m isobaths
(contour interval of 500 m). The mixed layer depth in the winter of 1997 is shaded in color (Pickart et al. 2002). (b)
Model domain and idealized bathymetry (contour interval is 500 m). The domain shape is roughly based on the 1000-m
isobath in (a) to exclude the shelves. A boundary current is forced at the southern tip of Greenland by restoring
conditions for temperature and velocity, applied in the shaded area. The L-shaped island in the southeast guides the
flow back toward the restoring region. The mixed layer depth in the idealized convection area is shaded in color.
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Figure 6: Snapshot of the surface temperature field (℃) for the three different cases. Left:
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Marshall and Johnson (2013)

take-home message: boundary propagation speeds may be model dependent

Thus:
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Here u and v are the velocities in the zonal (x) and merid-
ional (y) directions, h is the layer thickness, g

r

is the re-
duced gravity and r is the coe�cient of linear friction. We
adopt a �-plane approximation such that the Coriolis pa-
rameter is f = �y. Primes indicate linear perturbations
and zero subscripts the background mean state.

For simplicity, we restrict our attention to north-south
coastlines located at x = 0 (Fig. 2), along which a no-
normal flow boundary condition is applied:

u0 = 0 (x = 0). (2.4)

Thus western boundary solutions correspond to the half-
plane x � 0 and eastern boundary solutions to the half-
plane x  0 (Fig. 2). The orientation of the boundaries
has some influence on the solution (e.g., Grimshaw and
Allen 1988).

1. Wave solutions with linear friction

We consider solutions to the reduced-gravity equations, linearised about a state of rest.
We adopt a semigeostrophic approximation (Hoskins and Bretherton, 1972) in which
we assume geostrophic balance holds in the zonal momentum equation, but not in the
meridional momentum equation where we know that the Coriolis acceleration vanishes
at the boundary. Thus:
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Here u and v are the velocities in the zonal (x) and meridional (y) directions, h is the
layer thickness, g� is the reduced gravity and r is the coe�cient of linear friction. We
adopt a �-plane approximation such that the Coriolis parameter is f = �y.

For simplicity, we will restrict out attention a north-south coastlines which we place at
x = 0. We apply a no-normal flow boundary condition:

u = 0 (x = 0). (4)

Western boundary solutions correspond to the half-plane x � 0 and eastern boundary
solutions to the half-plane x  0.

From these equations, we can derive the vorticity equation:
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where

LD(y) =
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is the Rossby deformation radius.

The no-normal flow boundary condition, substituted in (2), takes the form:
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Following Clarke and Shi (1987), we now seek solutions of the form

h = A(y) ek(y)xe�i�t, (7)
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Generalised semi-geostrophic model    (e.g., Clarke 1983, Clarke and Shi 1991)

- include linear friction: analytically simple and sets boundary propagation speed

- have also derived singular perturbation solutions with lateral friction and no-slip 

Boundary condition: 

1. Wave solutions with linear friction

We consider solutions to the reduced-gravity equations, linearised about a state of rest.
We adopt a semigeostrophic approximation (Hoskins and Bretherton, 1972) in which
we assume geostrophic balance holds in the zonal momentum equation, but not in the
meridional momentum equation where we know that the Coriolis acceleration vanishes
at the boundary. Thus:

��yv + g��h

�x
= 0, (1)

�v

�t
+ �yu + g��h

�y
= �rv, (2)

�h

�t
+ h0

 

�u

�x
+

�v

�y

!

= 0. (3)

Here u and v are the velocities in the zonal (x) and meridional (y) directions, h is the
layer thickness, g� is the reduced gravity and r is the coe�cient of linear friction. We
adopt a �-plane approximation such that the Coriolis parameter is f = �y.

For simplicity, we will restrict out attention a north-south coastlines which we place at
x = 0. We apply a no-normal flow boundary condition:

u = 0 (x = 0). (4)

Western boundary solutions correspond to the half-plane x � 0 and eastern boundary
solutions to the half-plane x  0.

From these equations, we can derive the vorticity equation:

�

�t

 

�2h

�x2
� h

L2
D

!

+ �
�h

�x
+ r

�2h

�x2
= 0, (5)

where

LD(y) =

p
g�H

�y

is the Rossby deformation radius.

The no-normal flow boundary condition, substituted in (2), takes the form:

�2h

�t�x
+ �y

�h

�y
+ r

�h

�x
= 0 (x = 0). (6)

Following Clarke and Shi (1987), we now seek solutions of the form

h = A(y) ek(y)xe�i�t, (7)

1

3.4 Kelvin waves

In a Rossby wave, the flow is in geostrophic balance to first approximation.

However, there are two circumstances under which a pressure gradient

cannot be balanced by a Coriolis force:

• along a coastline

• along the equator

!

hu =0

!
h

f=0

Instead, such pressure gradients result in Kelvin waves which propagate

along coastlines and the equator.

a. Coastal Kelvin waves

Close to a meridional coastline, we can anticipate that u ⇡ 0, giving:
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We consider solutions to the reduced-gravity equations, linearised about a state of rest.
We adopt a semigeostrophic approximation (Hoskins and Bretherton, 1972) in which
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Fig. 2. Schematic diagram showing the domain considered
for the western and eastern boundary wave solutions.

From (2.1-2.3) we can derive a vorticity equation:
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is the Rossby deformation radius and c is the gravity wave
speed.

The no-normal flow boundary condition (2.4), when
substituted in (2.2) and using (2.1), takes the form:
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Following Clarke and Shi (1991), we now seek solutions
of the form

h0 = A(y) eik(y)xe�i!t, (2.8)

where real parts is understood, and we anticipate that the
zonal wave number, k(y), varies with latitude due to the
variation of the Coriolis parameter and deformation radius
with latitude; for example, to allow the zonal decay scale
of coastal Kelvin waves to vary with latitude.

Substituting this trial solution into (2.5) gives
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The convention we adopt in this and subsequent equations
is that the first root corresponds to the western bound-
ary solution and the second root to the eastern boundary
solution.

Substituting the trial solution into the boundary con-
dition (2.7) gives an equation for the amplitude variation
along the boundary:
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a. Kelvin wave limit (� � 1, r ⌧ !)

First we consider the weakly-damped Kelvin wave limit,
� � 1, r ⌧ !, equivalent to ! ⌧ �L

d

/2. Typical values
of � ⇠ 2 ⇥ 10�11 m�1 s�1 and L
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⇠ 5 ⇥ 104 m gives ! ⌧
5 ⇥ 10�7 s or periods much shorter than 3-4 months (on
which time-scales damping can safely be assumed weak).

1) Zonal structure

The leading order solution for the zonal wavenumber is:
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where we have neglected O(��1) and O(r2/!2) terms in
the expansion.

Thus, to leading order:

h0 ⇡ A(y)e⌥x/Lde�i!t; (2.14)

the Kelvin wave decays away from the boundary over the
deformation radius, L

d

, as expected, but note that the de-
formation radius decreases with increasing latitude.

5

reduced-gravity model: 

• adjustment is not by Kelvin waves but Rossby 
waves that satisfy a lateral boundary condition;

• boundary propagation speed =  cKelvin Ld / δ, 
              i.e., depends on viscosity (grid spacing);

• in reality, bottom topography likely to dominate. 



  

Comment on equilibration time scale for models: O (100s - 1000s years)
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Spin-up and adjustment of the Antarctic Circumpolar
Current and global pycnocline

by Lesley C. Allison1, Helen L. Johnson2 and David P. Marshall3

ABSTRACT
A theory is presented for the adjustment of the Antarctic Circumpolar Current (ACC) and global

pycnocline to a sudden and sustained change in wind forcing. The adjustment timescale is controlled
by the mesoscale eddy diffusivity across the ACC, the mean width of the ACC, the surface area of the
ocean basins to the north, and deep water formation in the North Atlantic. In particular, northern sinking
may have the potential to shorten the timescale and reduce its sensitivity to Southern Ocean eddies, but
the relative importance of northern sinking and Southern Ocean eddies cannot be determined precisely,
largely due to limitations in the parameterization of northern sinking. Although it is clear that the main
processes that control the adjustment timescale are those which counteract the deepening of the global
pycnocline, the theory also suggests that the timescale can be subtly modified by wind forcing over the
ACC and global diapycnal mixing. Results from calculations with a reduced-gravity model compare
well with the theory. The multidecadal-centennial adjustment timescale implies that long observational
time series will be required to detect dynamic change in the ACC due to anthropogenic forcing. The
potential role of Southern Ocean mesoscale eddy activity in determining both the equilibrium state of
the ACC and the timescale over which it adjusts suggests that the response to anthropogenic forcing
may be rather different in coupled ocean-atmosphere climate models that parameterize and resolve
mesoscale eddies.

1. Introduction
The Antarctic Circumpolar Current (ACC) plays a pivotal role in the global ocean and

climate system. The ACC is associated with steeply tilted isopycnals, exposing abyssal water
masses to the surface on the southern flank of the current; interactions with the overlying
atmosphere and sea ice lead to the formation of water masses that fill a substantial part of
the global ocean volume. Water masses formed on the northern flank of the ACC sequester
large amounts of heat from the atmosphere (Gille, 2002), with the potential to influence
the global response to anthropogenic warming. The outcropping isopycnals in the Southern
Ocean also provide an important pathway for the uptake of anthropogenic carbon dioxide
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Figure 1. Schematic of the simple analytical model of Gnanadesikan (1999).

by the poleward eddy bolus transport in the Southern Ocean (TEddies) and northern deep
water formation (TN):

TS + TU − TN = 0, (1)

where TS = TEk − TEddies is the residual Southern Ocean transport.
As discussed by Gnanadesikan and Hallberg (2000), a deepening of the global pycnocline

leads to an increase in baroclinic ACC transport through an increased meridional density
gradient across the current. Assuming that the ACC is in geostrophic balance, and that the
pycnocline outcrops to the south of the ACC, the baroclinic ACC transport can be estimated
from the pycnocline depth, h, via

TACC ≈ g′h2

2|fS|
, (2)

where g′ is the reduced gravity and |fS| is the magnitude of the Coriolis parameter at the
latitude of the ACC (assumed constant across the current). This relationship motivates the
use of a simple reduced-gravity framework as an idealized approach to explore the response
of the baroclinic ACC and global stratification to altered forcing. The ACC transport can
be approximated via a single variable, h, the interfacial depth between the upper and lower
layers of differing density.

To explore the adjustment of the pycnocline to a change in forcing, the rate of change
of volume in the surface layer can be equated to the combined transports from each of
the density class transformation processes. We arrive at a time-dependent extension of the
Gnanadesikan (1999) model:

∂

∂t

∫∫
h dA = TS + TU − TN, (3)

(c.f. Jones et al., 2011) where A is the surface area of the basins to the north of the ACC.

Gnanadesikan (1999) with time dependence

time scale set by 

Southern Ocean eddy diffusivity and 

d(AMOC)/d(pycnocline depth)

adjustment likely to be faster with explicit eddies 

(also see Jones et al., 2011; Samelson, 2011)



  

Hindcasts initialized in the early 90‘s warm more slowly than observed. Those initialized in 
1995 and 1996 lead to successful predictions. No warming in the uninitialized case.

Results from GFDL initialized predictions
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Concluding remarks

•  The RAPID/MOCHA observations have led to many new discoveries about the AMOC, 
    many of which were not anticipated at the outset. 

•  The new and continuing observations (OSNAP, RAPID/MOCHA, SAMOC, ... ) will lead 
    to further new discoveries, the most exciting of which have not yet been anticipated.  

•  Need to think hard about role of new technologies, cheaper array designs, for the longer term. 

•  Much progress has been made with state estimation, but direct AMOC observations 
    remain essential. Still unclear how to best assimilate boundary hydrographic measurements. 

•  Some encouraging signs for predictability of the AMOC and its impact on SSTs, etc. 

•  Attribution of observed changes is also important (e.g., recent hiatus in global warming).  

•  Don’t forget conceptual models - “all models are wrong, some models are useful”. 


