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FIGURE 6: Spatial composite of sea-level pressure (hPa; contours) and average 870!

precipitation (mm d-1; shaded) during a.) the wettest 1% of days (N = 73 days), b.) cold-871!

season months of the wettest 1% of days (N = 14), and c.) warm-season months of the 872!
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scenario, perhaps because of the very large projected decrease in snow
cover, a variable that can severely depress nighttime temperatures
under favorable synoptic conditions (Dewey, 1977). The number of
days with snow on the ground is projected to decrease from an
annual average of 40 days (during the historical reference period
1961–1990) to between 13 and 23 days per year by the end of this
century (Cherkauer and Sinha, 2010). This expected reduction in the
severity of cold has important implications for lake ice cover: Assel
et al. (1996) demonstrated a strong positive correlation between
the percentage of ice cover on the Great Lakes and the November–
February accumulated freezing degree days.

The frequency of severe cold is also expected to decline, as models
indicate that the number of extremely cold days (the coldest 5% of all

days in the present climate) will fall by 40% (B1) to 70% (A1) later this
century. We can approximate this trend by considering a popularly
accepted threshold for very cold conditions, such as days with the
minimum temperature falling below−18 °C (0 °F). This thermal limit
is close to the lowest 5% of daily minimum temperatures during the
year (coldest 3% of all nights—10.0 occurrences per year—during the
1961–1990 reference period at Midway Airport). The downscaled
GCM output nearly replicates the observed frequency over this
interval (intermodel mean of 9.7 days annually) and shows a
substantial decline in occurrences during this century (Fig. 5c).
These extremely cold nights become roughly 25% less common by the
2010–2039 period and decline by half (B1) to almost 90% (A1) toward
the end of this century, such that they eventually occur only one time
per year under the high-emissions scenario.

These local changes are in agreement with projected regional and
national trends of decreases in bitterly cold weather. Vavrus et al.
(2006) analyzed a set of seven global climate models from the CMIP3
model archive, which indicated nearly a 90% reduction in the
frequency of extreme cold-air outbreaks over the US by the late
21st century, based on a middle-of-the-road (SRES A1B) emissions
scenario. The magnitude of the decline varied spatially due to
differences in the projected change of regional atmospheric circula-
tion patterns. The loss of extreme cold was most pronounced over the
Great Lakes region, consistent with a dramatic reduction in the
occurrence of extreme high-pressure cells originating from the Arctic
(Cassano et al., 2006).

Extreme heat

One of the most important changes in future extreme events is
likely to be the altered characteristics of hot weather. Future heat
waves in Chicago are projected to becomemore frequent, intense, and
long-lived, while the time of year during which they occur should
expand. In addition, simulated year-to-year variability increases,
resulting in an increased frequency of very hot summers over time,
rather than a gradual increase in mean summer temperatures. This
suggests that different mitigation strategies may be needed to
alleviate the resulting heat stress conditions than if such oppressively
hot days were to rise in proportion to a more gradual rise in mean
summer temperature. Furthermore, the difference between “apparent
temperature” (how hot it actually feels due to both humidity and
temperature) and actual air temperature during heat waves is
expected to increase as the climate warms. Therefore, hot days will
feel even hotter due to increased humidity, likely accentuating heat
stress conditions in the future (Delworth et al., 1999).

Fig. 4. (a) As in the bottom row of Fig. 3 but for all 20 GCMs in the CMIP3 collection; (b)
the corresponding 20-model mean change in spring precipitation amount (%).

Table 3
Means and extremes simulated in the late 20th and late 21st centuries expressed as the intermodel average of Midway, O'Hare, and University of Chicago (using the same definitions
as in Table 2).

1961–1990 2070–2099 Difference

B1 A1 B1 A1

Winter mean temperature (°C) −3.1 −1.1 1.0 2.0 4.1
Lowest temperature per year (°C) −24.3 −20.5 −16.3 3.8 8.0
Frequency of very cold nights/year 9.7 4.9 1.4 −4.8 (−49%) −8.3 (−86%)
Summer mean temperature (°C) 22.4 24.8 28.2 2.4 5.8
Highest temperature per year (°C) 37.3 41.8 47.1 4.5 9.8
Frequency of hot days/year 14.8 36.3 72.2 21.5 (145%) 57.4 (388%)
Frequency of very hot days/year 2.0 8.4 30.5 6.4 (320%) 28.5 (1425%)
Intensity of heat waves (°C) 34.3 35.1 36.1 0.8 1.8
Duration of heat waves (days) 2.9 5.3 9.8 2.4 (83%) 6.9 (338%)
Length of heat wave season (days) 68.6 108.0 137.7 39.4 (57%) 69.1 (101%)
Annual precipitation (cm) 94.3 109.8 113.3 15.5 (16%) 19.0 (20%)
Frequency of very wet days/year 18.3 22.6 23.2 4.3 (24%) 4.9 (27%)
Extremely wet days/year 1.5 1.9 2.5 0.4 (27%) 1.0 (64%)

The intensity of heat waves is the average daily maximum temperature on consecutive days over 32 °C. The length of the heat wave season is the interval between the average first
and last calendar days with a maximum temperature above 32 °C. Very wet days are defined as the precipitation threshold corresponding to the wettest 5% of days during the late
20th century, while extremely wet days are those with precipitation exceeding 4 cm.
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Conclusions

The results of this study suggest a very high likelihood of large
changes in extreme temperature and precipitation events. Although
the absence of long-term observed trends in extremes in Chicago is at
odds with global trends and future model projections, this anomalous
regional response is consistent with the lack of a 20th-century mean
warming signal in a broader area encompassing the central US whose
cause is uncertain (Kunkel et al., 2006). The downscaled GCM output
generally captures the observed mean behavior of extreme temper-
ature events, except that the frequency of hot weather is under-
simulated. The occurrence and intensity of heavy precipitation are less
than observed, consistent with known GCM biases (Dai, 2006) that
apparently are not completely rectified through the downscaling
procedure.

We have relatively high confidence that extreme cold will become
much less common and intense in the future, based on the strong
intermodel agreement, expected decline in snow cover, and this
region's enhanced sensitivity of cold-air outbreaks to wintertime

warming (Vavrus et al., 2006). The likely implications of this climatic
change include a reduction in deaths from excess cold and less lake ice
cover.

The results also support high confidence in more extreme heat
during this century, which will probably be exacerbated by increased
humidity, leading to larger rises in apparent temperature than air
temperature during heat waves. These downscaled projections of hot
weather are consistent with many raw GCM simulations of the 21st
century over the Great Lakes region (Delworth et al., 1999; Sousounis
and Grover, 2002; Wuebbles and Hayhoe, 2004; Karl et al., 2008). The
models agree that heat waves should increase in frequency, intensity,
and duration (both the length of episodes and the time of year during
which they occur). This enhancement of extreme heat may be
expressed through greater variability (occasional summers with
severe heat waves interspersed with relatively mild summers) rather
than through a steady increase of hot weather with time. The GCMs
indicate that the enhancement of extreme heat will be stronger than
the moderation of extreme cold, based on the changes in HTY vs. LTY
and the frequency of hot days (32 °C) vs. very cold nights (−18 °C).
Although these projected changes in extreme thermal conditions are
robust with time in the future simulations, the stronger response in
the high-emissions scenario does not become apparent until mid-
century (2040–2069).

Consistent with many other studies using global model output
(Sousounis and Grover, 2002; Wehner, 2005; Tebaldi et al., 2006;
Sun et al., 2007), the downscaled results presented here strongly
suggest a general increase in the frequency of heavy precipitation
and a slight decrease in light precipitation events. However, this
response varies seasonally and is very closely tied to the seasonal
changes in mean precipitation amount, which shows robust rises
during winter and spring. Conversely, the models disagree com-
pletely on the summertime precipitation changes, with the PCM
(GFDL) projecting a large increase (decrease) in both the mean and
extremes. A similar but less pronounced disagreement between
projections of summertime rainfall over the Great Lakes region by
two GCMs was also reported by Wuebbles and Hayhoe (2004). The
simulated synoptic weather patterns associated with extreme events
indicate that dynamical forcing plays an important role and that the
projected changes in mean circulation are often favorable for
enhancing extremes (Fig. 3), particularly for heavy precipitation in
spring (both models) and hotter weather in summer (GFDL). These
seasonal differences have important implications, such as for
agriculture (Hellman et al., 2010). Wetter springs could delay
planting and harm the early germination and emergence of corn
and soybeans (Hellmann et al., 2008), while the conflicting
summertime response of rainfall in models makes projections of
soil moisture highly uncertain.

There are several avenues of future research to advance the
knowledge derived from this study. The statistical downscaling
approach applied here to Chicago could be extended to other nearby
regions, including Wisconsin, where we are conducting a study of the
health impacts of extreme events. We also plan to investigate the
output from much higher resolution global GCM output that will
allow finer spatial details to be examined. Finally, we are analyzing the
results from the North American Regional Climate Change Assessment
Program (NARCCAP), which provides output over a North American
domain from six regional climate models (dynamical downscaling)
driven by four GCMs for a high-emissions scenario covering the
middle 21st century. These complementary efforts should improve
our understanding of and preparation for changes in future extreme
events in the Midwest.
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FIG. 7. SLP anomaly composites for (a) 10 days, (b) 6 days, (c) 2 days, and (d) 0 days prior to the dates of
the 10 cold events in the Midwest (MW) region. Numbers below color bar denote the lower limit of each 2-mb
range of magnitudes. Unshaded areas have magnitudes smaller than 2 mb.

ern Bering Sea. This pattern intensifies by Day-6, as the
positive anomalies near the Alaska/Yukon border ap-
proach 20 mb. The negative anomalies of up to 215
mb offshore of southern Europe, in conjunction with
positive anomalies over the subpolar North Atlantic,
result in a pattern that would project highly onto the
negative phase of the NAO and the Arctic oscillation.
By Day-2, the positive anomalies over Alaska and west-
ern Canada become the dominant feature, which spreads
southeastward. The values of approximately 125 mb in
the Alaskan core on Day-2 represent impressive and
highly significant anomalies for a composite based on
10 different cases selected on the basis of subsequent
temperatures thousands of km to the southeast. (The t-
values of the Alaskan composite anomalies in Fig. 7c

exceed the 98% significance thresholds for a sample size
of 10.) The pressure-temperature linkage is apparent in
the strength of the implied anomalies of northwesterly
gradient winds on the forward side of the largest SLP
anomalies. The airflow directly from the Arctic to the
Midwestern United States is strikingly apparent on
Day-0.
Figure 8 shows the corresponding sequence of SLP

anomaly patterns for the EC region. (The patterns for
the EC and GC regions are sufficiently similar that the
following discussion applies to the GC as well as the
EC region.) The outstanding feature of the Day-10 field
is a strong signature of the negative phase of the North
Atlantic and Arctic oscillations: composite anomalies of
215 mb and 113 mb are found in the subtropical At-
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Great Lakes and eastern Europe on high-
index days but dips into the Ohio Valley and
extends westward into France on low-index
days. High-index days are warmer through-
out the Barents and Kara Seas, but warm
anomalies observed under high-index condi-
tions in buoy data over the western Arctic
(16) are only weakly apparent. Consistent
with previous studies (7, 9, 17), the contrast-
ing polarities of the NAM are associated with
large differences in the distribution of precip-
itation over Europe and the Middle East;
substantial differences are observed over the
west coast of North America as well.

Composite maps of 500-hPa height and
the SD of band-pass filtered 500-hPa height
field (18) also reveal pronounced differences
throughout the NH (Fig. 3). High-index con-
ditions are marked by increased variance
across the North Atlantic stormtrack from
northeastern North America to northern Eu-
rope and across the North Pacific stormtrack
from east Asia into the Pacific Northwest of
the United States. Low-index conditions are
suggestive of blocking (14) in the midtropo-
spheric circulation over both Alaska and the
North Atlantic.

The contrasting polarities of the NAM are
marked by distinct differences in the frequen-
cy distribution of significant weather events
throughout the NH, consistent with the re-
sults presented in Figs. 2 and 3. Cold events
occur with much greater frequency over
North America, Europe, Siberia, and east
Asia under low-index conditions (Fig. 4, top;
Tables 2 and 3), increasing the risk of frost
damage and the frequency of occurrence of
frozen precipitation events over regions
where these events tend to be mainly tem-
perature-limited (Tables 2 and 3). High-
index conditions are marked by an in-
creased frequency of occurrence of strong

winds over northern Europe and the Pacific
Northwest (Table 2). In New England, the
juxtaposition of strong winds and snowfall,
the hallmark of coastal storms known as
“Nor’easters,” occurs more frequently un-
der low-index conditions.

The results based on the NCEP/NCAR Re-
analysis are in close agreement with those de-
rived from station data throughout most of the
United States (the only region for which exten-
sive archives of daily station data exist in the
public domain). The only notable exception is
over the Pacific Northwest, where the NAM
exhibits a much more pronounced signature in
the frequency of occurrence of cold events in
station data (Table 3) than it does in results
based on the Reanalysis (Fig. 4, top). The
strength of the linkages in Table 3 attests to the
strong influence of the NAM on winter climate
over western North America.

The part of the difference in the frequency
of occurrence of extreme temperature events
that is attributable simply to the shifts in
mean temperature induced by fluctuations in
the NAM is indicated in the !Tmean column
of Tables 2 and 3 and the bottom panel of Fig.
4 (19). The remaining difference is due to
changes in the shape of the frequency distri-
bution of temperature. The observed ratios
are generally larger and substantially more
statistically significant than those expected
solely on the basis of a shift in the mean
temperature. The additional increment is a
reflection of the longer negative tail on the
frequency distribution of daily minimum
temperature observed under low-index con-
ditions, which is attributable to the increased
incidence of high-latitude blocking (Table 2)
and associated cold air outbreaks (14).

The notion of blocking and cold air out-
breaks being orchestrated on a hemispheric
scale was anticipated by Namias and collabo-

rators in early investigations of the so-called
“zonal index cycle” (1), but was abandoned
nearly 50 years ago for lack of evidence of
statistically significant relations between cli-
mate anomalies in the North American and
Eurasian sectors (20). Most studies since then
have tended to focus on more regional phenom-
ena. The relations in Tables 2 and 3 provide
renewed support for the relevance of the zonal
index (or NAM) paradigm. The fact that the
relations in Tables 2 and 3 can be recovered
using a NAM index based on data for the
Atlantic (60°W-30°E) quadrant of the hemi-
sphere alone (21) substantiates our premise that
the NAM is a physical mode of variability of
the hemispheric circulation and not merely an
artifact of using an index derived from hemi-
spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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Great Lakes and eastern Europe on high-
index days but dips into the Ohio Valley and
extends westward into France on low-index
days. High-index days are warmer through-
out the Barents and Kara Seas, but warm
anomalies observed under high-index condi-
tions in buoy data over the western Arctic
(16) are only weakly apparent. Consistent
with previous studies (7, 9, 17), the contrast-
ing polarities of the NAM are associated with
large differences in the distribution of precip-
itation over Europe and the Middle East;
substantial differences are observed over the
west coast of North America as well.

Composite maps of 500-hPa height and
the SD of band-pass filtered 500-hPa height
field (18) also reveal pronounced differences
throughout the NH (Fig. 3). High-index con-
ditions are marked by increased variance
across the North Atlantic stormtrack from
northeastern North America to northern Eu-
rope and across the North Pacific stormtrack
from east Asia into the Pacific Northwest of
the United States. Low-index conditions are
suggestive of blocking (14) in the midtropo-
spheric circulation over both Alaska and the
North Atlantic.

The contrasting polarities of the NAM are
marked by distinct differences in the frequen-
cy distribution of significant weather events
throughout the NH, consistent with the re-
sults presented in Figs. 2 and 3. Cold events
occur with much greater frequency over
North America, Europe, Siberia, and east
Asia under low-index conditions (Fig. 4, top;
Tables 2 and 3), increasing the risk of frost
damage and the frequency of occurrence of
frozen precipitation events over regions
where these events tend to be mainly tem-
perature-limited (Tables 2 and 3). High-
index conditions are marked by an in-
creased frequency of occurrence of strong

winds over northern Europe and the Pacific
Northwest (Table 2). In New England, the
juxtaposition of strong winds and snowfall,
the hallmark of coastal storms known as
“Nor’easters,” occurs more frequently un-
der low-index conditions.

The results based on the NCEP/NCAR Re-
analysis are in close agreement with those de-
rived from station data throughout most of the
United States (the only region for which exten-
sive archives of daily station data exist in the
public domain). The only notable exception is
over the Pacific Northwest, where the NAM
exhibits a much more pronounced signature in
the frequency of occurrence of cold events in
station data (Table 3) than it does in results
based on the Reanalysis (Fig. 4, top). The
strength of the linkages in Table 3 attests to the
strong influence of the NAM on winter climate
over western North America.

The part of the difference in the frequency
of occurrence of extreme temperature events
that is attributable simply to the shifts in
mean temperature induced by fluctuations in
the NAM is indicated in the !Tmean column
of Tables 2 and 3 and the bottom panel of Fig.
4 (19). The remaining difference is due to
changes in the shape of the frequency distri-
bution of temperature. The observed ratios
are generally larger and substantially more
statistically significant than those expected
solely on the basis of a shift in the mean
temperature. The additional increment is a
reflection of the longer negative tail on the
frequency distribution of daily minimum
temperature observed under low-index con-
ditions, which is attributable to the increased
incidence of high-latitude blocking (Table 2)
and associated cold air outbreaks (14).

The notion of blocking and cold air out-
breaks being orchestrated on a hemispheric
scale was anticipated by Namias and collabo-

rators in early investigations of the so-called
“zonal index cycle” (1), but was abandoned
nearly 50 years ago for lack of evidence of
statistically significant relations between cli-
mate anomalies in the North American and
Eurasian sectors (20). Most studies since then
have tended to focus on more regional phenom-
ena. The relations in Tables 2 and 3 provide
renewed support for the relevance of the zonal
index (or NAM) paradigm. The fact that the
relations in Tables 2 and 3 can be recovered
using a NAM index based on data for the
Atlantic (60°W-30°E) quadrant of the hemi-
sphere alone (21) substantiates our premise that
the NAM is a physical mode of variability of
the hemispheric circulation and not merely an
artifact of using an index derived from hemi-
spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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Great Lakes and eastern Europe on high-
index days but dips into the Ohio Valley and
extends westward into France on low-index
days. High-index days are warmer through-
out the Barents and Kara Seas, but warm
anomalies observed under high-index condi-
tions in buoy data over the western Arctic
(16) are only weakly apparent. Consistent
with previous studies (7, 9, 17), the contrast-
ing polarities of the NAM are associated with
large differences in the distribution of precip-
itation over Europe and the Middle East;
substantial differences are observed over the
west coast of North America as well.

Composite maps of 500-hPa height and
the SD of band-pass filtered 500-hPa height
field (18) also reveal pronounced differences
throughout the NH (Fig. 3). High-index con-
ditions are marked by increased variance
across the North Atlantic stormtrack from
northeastern North America to northern Eu-
rope and across the North Pacific stormtrack
from east Asia into the Pacific Northwest of
the United States. Low-index conditions are
suggestive of blocking (14) in the midtropo-
spheric circulation over both Alaska and the
North Atlantic.

The contrasting polarities of the NAM are
marked by distinct differences in the frequen-
cy distribution of significant weather events
throughout the NH, consistent with the re-
sults presented in Figs. 2 and 3. Cold events
occur with much greater frequency over
North America, Europe, Siberia, and east
Asia under low-index conditions (Fig. 4, top;
Tables 2 and 3), increasing the risk of frost
damage and the frequency of occurrence of
frozen precipitation events over regions
where these events tend to be mainly tem-
perature-limited (Tables 2 and 3). High-
index conditions are marked by an in-
creased frequency of occurrence of strong

winds over northern Europe and the Pacific
Northwest (Table 2). In New England, the
juxtaposition of strong winds and snowfall,
the hallmark of coastal storms known as
“Nor’easters,” occurs more frequently un-
der low-index conditions.

The results based on the NCEP/NCAR Re-
analysis are in close agreement with those de-
rived from station data throughout most of the
United States (the only region for which exten-
sive archives of daily station data exist in the
public domain). The only notable exception is
over the Pacific Northwest, where the NAM
exhibits a much more pronounced signature in
the frequency of occurrence of cold events in
station data (Table 3) than it does in results
based on the Reanalysis (Fig. 4, top). The
strength of the linkages in Table 3 attests to the
strong influence of the NAM on winter climate
over western North America.

The part of the difference in the frequency
of occurrence of extreme temperature events
that is attributable simply to the shifts in
mean temperature induced by fluctuations in
the NAM is indicated in the !Tmean column
of Tables 2 and 3 and the bottom panel of Fig.
4 (19). The remaining difference is due to
changes in the shape of the frequency distri-
bution of temperature. The observed ratios
are generally larger and substantially more
statistically significant than those expected
solely on the basis of a shift in the mean
temperature. The additional increment is a
reflection of the longer negative tail on the
frequency distribution of daily minimum
temperature observed under low-index con-
ditions, which is attributable to the increased
incidence of high-latitude blocking (Table 2)
and associated cold air outbreaks (14).

The notion of blocking and cold air out-
breaks being orchestrated on a hemispheric
scale was anticipated by Namias and collabo-

rators in early investigations of the so-called
“zonal index cycle” (1), but was abandoned
nearly 50 years ago for lack of evidence of
statistically significant relations between cli-
mate anomalies in the North American and
Eurasian sectors (20). Most studies since then
have tended to focus on more regional phenom-
ena. The relations in Tables 2 and 3 provide
renewed support for the relevance of the zonal
index (or NAM) paradigm. The fact that the
relations in Tables 2 and 3 can be recovered
using a NAM index based on data for the
Atlantic (60°W-30°E) quadrant of the hemi-
sphere alone (21) substantiates our premise that
the NAM is a physical mode of variability of
the hemispheric circulation and not merely an
artifact of using an index derived from hemi-
spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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Great Lakes and eastern Europe on high-
index days but dips into the Ohio Valley and
extends westward into France on low-index
days. High-index days are warmer through-
out the Barents and Kara Seas, but warm
anomalies observed under high-index condi-
tions in buoy data over the western Arctic
(16) are only weakly apparent. Consistent
with previous studies (7, 9, 17), the contrast-
ing polarities of the NAM are associated with
large differences in the distribution of precip-
itation over Europe and the Middle East;
substantial differences are observed over the
west coast of North America as well.

Composite maps of 500-hPa height and
the SD of band-pass filtered 500-hPa height
field (18) also reveal pronounced differences
throughout the NH (Fig. 3). High-index con-
ditions are marked by increased variance
across the North Atlantic stormtrack from
northeastern North America to northern Eu-
rope and across the North Pacific stormtrack
from east Asia into the Pacific Northwest of
the United States. Low-index conditions are
suggestive of blocking (14) in the midtropo-
spheric circulation over both Alaska and the
North Atlantic.

The contrasting polarities of the NAM are
marked by distinct differences in the frequen-
cy distribution of significant weather events
throughout the NH, consistent with the re-
sults presented in Figs. 2 and 3. Cold events
occur with much greater frequency over
North America, Europe, Siberia, and east
Asia under low-index conditions (Fig. 4, top;
Tables 2 and 3), increasing the risk of frost
damage and the frequency of occurrence of
frozen precipitation events over regions
where these events tend to be mainly tem-
perature-limited (Tables 2 and 3). High-
index conditions are marked by an in-
creased frequency of occurrence of strong

winds over northern Europe and the Pacific
Northwest (Table 2). In New England, the
juxtaposition of strong winds and snowfall,
the hallmark of coastal storms known as
“Nor’easters,” occurs more frequently un-
der low-index conditions.

The results based on the NCEP/NCAR Re-
analysis are in close agreement with those de-
rived from station data throughout most of the
United States (the only region for which exten-
sive archives of daily station data exist in the
public domain). The only notable exception is
over the Pacific Northwest, where the NAM
exhibits a much more pronounced signature in
the frequency of occurrence of cold events in
station data (Table 3) than it does in results
based on the Reanalysis (Fig. 4, top). The
strength of the linkages in Table 3 attests to the
strong influence of the NAM on winter climate
over western North America.

The part of the difference in the frequency
of occurrence of extreme temperature events
that is attributable simply to the shifts in
mean temperature induced by fluctuations in
the NAM is indicated in the !Tmean column
of Tables 2 and 3 and the bottom panel of Fig.
4 (19). The remaining difference is due to
changes in the shape of the frequency distri-
bution of temperature. The observed ratios
are generally larger and substantially more
statistically significant than those expected
solely on the basis of a shift in the mean
temperature. The additional increment is a
reflection of the longer negative tail on the
frequency distribution of daily minimum
temperature observed under low-index con-
ditions, which is attributable to the increased
incidence of high-latitude blocking (Table 2)
and associated cold air outbreaks (14).

The notion of blocking and cold air out-
breaks being orchestrated on a hemispheric
scale was anticipated by Namias and collabo-

rators in early investigations of the so-called
“zonal index cycle” (1), but was abandoned
nearly 50 years ago for lack of evidence of
statistically significant relations between cli-
mate anomalies in the North American and
Eurasian sectors (20). Most studies since then
have tended to focus on more regional phenom-
ena. The relations in Tables 2 and 3 provide
renewed support for the relevance of the zonal
index (or NAM) paradigm. The fact that the
relations in Tables 2 and 3 can be recovered
using a NAM index based on data for the
Atlantic (60°W-30°E) quadrant of the hemi-
sphere alone (21) substantiates our premise that
the NAM is a physical mode of variability of
the hemispheric circulation and not merely an
artifact of using an index derived from hemi-
spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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Great Lakes and eastern Europe on high-
index days but dips into the Ohio Valley and
extends westward into France on low-index
days. High-index days are warmer through-
out the Barents and Kara Seas, but warm
anomalies observed under high-index condi-
tions in buoy data over the western Arctic
(16) are only weakly apparent. Consistent
with previous studies (7, 9, 17), the contrast-
ing polarities of the NAM are associated with
large differences in the distribution of precip-
itation over Europe and the Middle East;
substantial differences are observed over the
west coast of North America as well.

Composite maps of 500-hPa height and
the SD of band-pass filtered 500-hPa height
field (18) also reveal pronounced differences
throughout the NH (Fig. 3). High-index con-
ditions are marked by increased variance
across the North Atlantic stormtrack from
northeastern North America to northern Eu-
rope and across the North Pacific stormtrack
from east Asia into the Pacific Northwest of
the United States. Low-index conditions are
suggestive of blocking (14) in the midtropo-
spheric circulation over both Alaska and the
North Atlantic.

The contrasting polarities of the NAM are
marked by distinct differences in the frequen-
cy distribution of significant weather events
throughout the NH, consistent with the re-
sults presented in Figs. 2 and 3. Cold events
occur with much greater frequency over
North America, Europe, Siberia, and east
Asia under low-index conditions (Fig. 4, top;
Tables 2 and 3), increasing the risk of frost
damage and the frequency of occurrence of
frozen precipitation events over regions
where these events tend to be mainly tem-
perature-limited (Tables 2 and 3). High-
index conditions are marked by an in-
creased frequency of occurrence of strong

winds over northern Europe and the Pacific
Northwest (Table 2). In New England, the
juxtaposition of strong winds and snowfall,
the hallmark of coastal storms known as
“Nor’easters,” occurs more frequently un-
der low-index conditions.

The results based on the NCEP/NCAR Re-
analysis are in close agreement with those de-
rived from station data throughout most of the
United States (the only region for which exten-
sive archives of daily station data exist in the
public domain). The only notable exception is
over the Pacific Northwest, where the NAM
exhibits a much more pronounced signature in
the frequency of occurrence of cold events in
station data (Table 3) than it does in results
based on the Reanalysis (Fig. 4, top). The
strength of the linkages in Table 3 attests to the
strong influence of the NAM on winter climate
over western North America.

The part of the difference in the frequency
of occurrence of extreme temperature events
that is attributable simply to the shifts in
mean temperature induced by fluctuations in
the NAM is indicated in the !Tmean column
of Tables 2 and 3 and the bottom panel of Fig.
4 (19). The remaining difference is due to
changes in the shape of the frequency distri-
bution of temperature. The observed ratios
are generally larger and substantially more
statistically significant than those expected
solely on the basis of a shift in the mean
temperature. The additional increment is a
reflection of the longer negative tail on the
frequency distribution of daily minimum
temperature observed under low-index con-
ditions, which is attributable to the increased
incidence of high-latitude blocking (Table 2)
and associated cold air outbreaks (14).

The notion of blocking and cold air out-
breaks being orchestrated on a hemispheric
scale was anticipated by Namias and collabo-

rators in early investigations of the so-called
“zonal index cycle” (1), but was abandoned
nearly 50 years ago for lack of evidence of
statistically significant relations between cli-
mate anomalies in the North American and
Eurasian sectors (20). Most studies since then
have tended to focus on more regional phenom-
ena. The relations in Tables 2 and 3 provide
renewed support for the relevance of the zonal
index (or NAM) paradigm. The fact that the
relations in Tables 2 and 3 can be recovered
using a NAM index based on data for the
Atlantic (60°W-30°E) quadrant of the hemi-
sphere alone (21) substantiates our premise that
the NAM is a physical mode of variability of
the hemispheric circulation and not merely an
artifact of using an index derived from hemi-
spheric pressure data or [as in the early zonal
index studies of the 1940s (1, 2, 22)] an index
based on zonally averaged data.

The NAM has exhibited a pronounced
trend toward its high-index polarity since the
late 1960s that is evident in its time series (3,
7, 23) and is also reflected in the relative
numbers of low- and high-index days in dif-
ferent decades (Fig. 1, Table 1). The stronger
westerly flow at subpolar latitudes in recent

Fig. 2. Composite maps of surface air temperature (shading), sea-level pressure (contours), and
precipitation (numbers) for high NAM-index (top) and low NAM-index (bottom) days based on
daily JFM data, 1958–1997, from the NCEP/NCAR Reanalysis (10). Contour intervals are 5°C for
temperature (blue shades indicate values less than 0°C over North America and Europe and –10°C
over the Arctic), and 3 millibars (mb) for SLP (highest contour is 1022 mb over North America and
1025 mb over Europe). Precipitation is in cm/month.

Fig. 3. As in Fig. 2, but for composite maps of
500-hPa height (contours) and the SD of band-
pass filtered 500-hPa height field (shading)
(18). Blocking regions (14) used in Table 2 are
marked by black dots. Contour intervals are
50 m for 500-hPa height (the lowest contour
is 4950 m in the high-index composite and
5150 m in the low-index composite). Shading is
drawn for SD values of 50, 60, and 70 m.
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Collaborative+Proposal:+Vavrus+and+Francis+66+Arctic+Amplification+Drives+Extreme+Weather++

+

+ 6+

from+lower+latitudes+into+the+Arctic,+leading+to+further+ice+loss.+Our+hypothesis+of+polar6initiated+
circulation+changes+driving+enhanced+future+weather+extremes+in+middle+latitudes+is+fundamentally+
different+from+the+process+suggested+by+Meehl+and+Tebaldi+(2004),+who+hypothesized+that+the+increased+
mid6latitude+ridging+conducive+to+heat+waves+is+a+teleconnective+response+originating+in+the+tropics+
(from+stronger+convection+in+a+strengthened+Indian+monsoon).+Both+mechanisms+could+contribute+in+
either+additive+or+compensating+ways.+As+greenhouse+gases+continue+to+accumulate+and+AA+becomes+
more+apparent+in+the+future,+we+expect+that+changes+in+extreme+events+throughout+the+northern+
hemisphere+will+become+increasingly+influenced+by+polar+drivers.+

+

+++++++ +
Figure+8.+Upper6air+circulation+response+to+CCSM4’s+4xCO2+simulation+for+each+season+relative+to+the+
1xCO2+control+run.+(left)+Change+in+500+hPa+heights+(m)+and+(right)+change+in+zonal+wind+speed+(m/s).+

+

Our+preliminary+analysis+of+CCSM4’s+4xCO2+simulation+supports+our+hypothesized+linkages,+as+the+
simulated+climate+changes+depict+a+seasonally+varying+circulation+response+hinging+on+the+enhanced+
warming+and+resulting+500+hPa+height+increases+in+the+Arctic+(Fig.+8,+left+group+of+plots).+During+boreal+
fall+and+winter+(upper+plots),+sea+ice+loss+leads+to+geopotential+height+increases+mainly+over+the+Arctic+
Ocean+with+compensating+decreases+over+mid6latitudes.+During+spring+and+summer+(lower+panels),+
however,+the+band+of+maximum+ridging+shifts+southward+over+high6latitude+land.++This+behavior+
resembles+the+upper6air+circulation+changes+induced+by+prescribed+reductions+in+sea+ice+and+snow+cover+
in+CCSM3+described+by+Deser+et+al.+(2010)+and+Alexander+et+al.+(2010).+The+associated+seasonal+changes+
in+500+hPa+zonal+winds+are+shown+in+the+right+group+of+plots.+All+four+seasons+exhibit+a+nearly+
symmetrical+reduction+in+mid6latitude+westerlies,+suggesting+a+combination+of+weaker+winds+and+
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Large-‐Scale	  Meteorological	  PaEerns	  (LSMPs)	  are	  clearly	  important	  for	  
regula2ng	  extreme	  weather,	  but	  they	  aren’t	  the	  only	  show	  in	  town.	  

	  	  
	  

We	  need	  to	  also	  recognize	  the	  strong	  thermodynamic	  role	  played	  by	  	  
surface	  boundary	  condi2ons,	  such	  as	  snow	  cover	  and	  soil	  moisture.	  .	  .	  .	  
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moisture and the subsequent feedback processes and
corresponds to about 30%–50% of the 2003 warm
anomalies (CTL ! CLIM) over France and large parts
of central Europe (Fig. 2b). Hence, if soil moisture had
already been at low levels in early 2003, the anomaly
DRY25 ! CTL would have superimposed upon the
CTL ! CLIM, leading to a strongly enhanced heat
anomaly. The soil moisture effect on surface tempera-
ture occurs mainly through reduced latent cooling and
to a lesser extent through a positive circulation feed-
back to be discussed in section 4d.

Increased spring soil moisture (WET25 ! CTL) pro-
duces an opposite summer temperature signal and re-
sults in a reduction of the summer temperature
anomaly (Fig. 7b). Again the strongest anomalies are
found in a zonal band between the Mediterranean and
the North Sea. Over large areas, the spring soil mois-
ture increase in WET25 implies negative temperature
departures of around !1.5°C with respect to CTL
(WET50 ! CTL; even more than !2°C over some re-
gions; not shown). This signal represents a substantial
portion of the 2003 summer temperature anomaly in
the unperturbed simulation (CTL ! CLIM). These
findings suggest that 2003 summer temperatures over
France and parts of central Europe would have been
substantially cooler (by up to 2°C) given the same
large-scale circulation pattern but climatological mean
summer soil moisture. Note that this finding may be
model dependent and that the soil moisture anomaly

has only been validated over France. Over northern
Europe there are virtually no effects of the soil mois-
ture increases.

These regional differences of the response are mainly
related to the different sensitivities of the latent heat
flux to changes in soil moisture. To analyze these sen-
sitivities we have calculated the percentage of net ra-
diation going into latent heat flux for different simula-
tions and different regions (not shown). This analysis
revealed different regional sensitivities depending on
the soil saturation. The sensitivity is low at dry (near
wilting point) and at wet (near field capacity) soil mois-
ture contents and strong at the intermediate contents.
Over Scandinavia evaporation is not limited due to the
high soil saturation. France and central–eastern Europe
show high sensitivities for all simulations with interme-
diate soil moisture values. The two driest simulations
(DRY25 and DRY50) show weaker sensitivity to fur-
ther drying, since the maximum limitation is reached at
many grid points (wilting point). Likewise the sensitiv-
ity is very weak over the generally dry Iberian Penin-
sula, explaining the small temperature response to soil
moisture perturbations.

In a recent study, Ferranti and Viterbo (2006) ana-
lyzed the effect of soil moisture initial conditions on
2003 summer temperatures. They initialized the ECMWF
atmospheric model with different May soil moisture
conditions and performed seasonal forecasts for sum-
mer 2003. They did not prescribe the large-scale circu-

FIG. 7. Summer 2003 temperature anomaly due to spring soil moisture perturbation in (a)
DRY25 ! CTL and (b) WET25 ! CTL.

15 OCTOBER 2007 F I S C H E R E T A L . 5091

Fig 7 live 4/C

2000 represented by the GISTEMP dataset (Fig. 2a)
and the CHRM CTL simulation (CTL ! CLIM; Fig.
2b). The overall anomaly patterns compare well, de-
spite a weak underestimation of the spatial extent of
the warm anomaly over central Europe. The amplitude
of the warm anomalies is in reasonable agreement ex-
cept for the maximum heat anomaly over northern
France, where it is slightly underestimated. On a
monthly time scale (not shown), the agreement is best
in June, whereas in July the strong anomaly over Scan-
dinavia is somewhat underestimated. During the maxi-
mum heat wave in August the heat anomalies over
France, the Alps, and northern Italy are underesti-
mated by about 1°C in CTL. Apart from the weak un-
derestimation of the extreme July and August tempera-
tures, the monthly anomalies are well captured. Vali-

dation of the perturbed simulations reveals that the
observed central European temperature extremes in
July and August are better captured in the runs with
spring soil moisture reduced by 10% (DRY10) and
15% (DRY15). This may indicate that the water stress
and the related flux anomalies are somewhat underes-
timated in the CTL simulation. Good agreement between
simulated (CTL ! CLIM) and observed (GISTEMP)
temperature anomalies is found in all months prior to
the summer heat wave, from January to May, with bi-
ases similar to or smaller than in June (not shown).

The simulated temperature is also consistent with ob-
servations on shorter time scales. Figures 2c,d display
simulated daily mean temperatures (CTL; inverse dis-
tance weighted average of the four nearest grid boxes)
compared against observations at two CARBOEUROPE

FIG. 2. Validation of surface temperature. Summer (JJA) temperature anomalies 2003 w.r.t.
1970–2000 (K) represented by (a) GISTEMP analysis and (b) the difference between CTL and
CLIM simulations. (c),(d) Observed daily mean temperature (thin blue lines) and simulated
temperature (CTL) (thin red line) at Le Bray and Hesse, respectively. The thick lines show an
11-day running mean of the corresponding datasets.
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slightly east of the CTL ! CLIM anomaly. Hence, the
dry anomaly adds a slight eastward component and may
imply a weak change in advection to generally warmer
air masses originating from a more eastern sector (i.e.,
the Mediterranean and continental northern Africa).
The vertical height anomaly profile (not shown) over
FR shows that the positive height anomaly is increasing
in the upper troposphere, reaching a maximum
anomaly of 20 m at 250 hPa. This corresponds to the
level of the strongest 2003 height anomalies (NCEP and
ECMWF; not shown). A comparable response of the

500- and 1000-hPa geopotential height to dry soils has
been observed in the study Ferranti and Viterbo (2006).
Previously, Oglesby and Erickson (1989) and Pal and
Eltahir (2003) performed soil moisture sensitivity ex-
periments over North America using different climate
models and different experimental setups. Both studies
found a heat low at the surface and an enhanced posi-
tive height anomaly aloft due to substantially reduced
soil moisture. The increased 1000–500-hPa thickness is
directly linked to higher tropospheric air temperature
and an expanded atmospheric column in this layer. The

FIG. 8. Summer 2003 geopotential height anomalies CTL ! CLIM at (a) 500 and (d) 1000 hPa, respectively, w.r.t. 1970–2000 mean.
(b), (e) Same as (a), (d), but for DRY25 ! CTL spring soil moisture perturbation. (c), (f) Same as (b), (e), but for WET25 ! CTL spring
soil moisture perturbation. Note that the scales are different in (a), (d) and (b)–(f).
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spite a weak underestimation of the spatial extent of
the warm anomaly over central Europe. The amplitude
of the warm anomalies is in reasonable agreement ex-
cept for the maximum heat anomaly over northern
France, where it is slightly underestimated. On a
monthly time scale (not shown), the agreement is best
in June, whereas in July the strong anomaly over Scan-
dinavia is somewhat underestimated. During the maxi-
mum heat wave in August the heat anomalies over
France, the Alps, and northern Italy are underesti-
mated by about 1°C in CTL. Apart from the weak un-
derestimation of the extreme July and August tempera-
tures, the monthly anomalies are well captured. Vali-

dation of the perturbed simulations reveals that the
observed central European temperature extremes in
July and August are better captured in the runs with
spring soil moisture reduced by 10% (DRY10) and
15% (DRY15). This may indicate that the water stress
and the related flux anomalies are somewhat underes-
timated in the CTL simulation. Good agreement between
simulated (CTL ! CLIM) and observed (GISTEMP)
temperature anomalies is found in all months prior to
the summer heat wave, from January to May, with bi-
ases similar to or smaller than in June (not shown).

The simulated temperature is also consistent with ob-
servations on shorter time scales. Figures 2c,d display
simulated daily mean temperatures (CTL; inverse dis-
tance weighted average of the four nearest grid boxes)
compared against observations at two CARBOEUROPE

FIG. 2. Validation of surface temperature. Summer (JJA) temperature anomalies 2003 w.r.t.
1970–2000 (K) represented by (a) GISTEMP analysis and (b) the difference between CTL and
CLIM simulations. (c),(d) Observed daily mean temperature (thin blue lines) and simulated
temperature (CTL) (thin red line) at Le Bray and Hesse, respectively. The thick lines show an
11-day running mean of the corresponding datasets.
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Role	  of	  Soil	  Moisture	  in	  Extreme	  Heat	  Wave:	  Europe	  2003	  
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Temperature	  
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Control	  Run	   -‐25%	  Spring	  Soil	  Moisture	   +25%	  Spring	  Soil	  Moisture	  

Control	  Run	   -‐25%	  Spring	  Soil	  Moisture	   +25%	  Spring	  Soil	  Moisture	  



Rela%ng	  Extreme	  Weather	  Events	  to	  LSMPs:	  	  
Is	  the	  Glass	  half	  full	  or	  half	  empty?	  	  

1.  We	  can	  iden2fy	  the	  typical	  LSMPs	  associated	  with	  extreme	  weather,	  which	  provides	  useful	  
knowledge	  for	  diagnosing	  the	  events.	  

•  Half	  full	  if	  only	  a	  few	  pa/erns	  are	  associated	  with	  parCcular	  types	  of	  extreme	  events	  
•  Half	  full	  if	  we	  can	  understand	  the	  causes	  of	  the	  overriding	  LSMPs	  (otherwise	  half	  empty)	  
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2.	  Climate	  models	  can	  reasonably	  simulate	  these	  LSMPs	  in	  the	  current	  climate	  and	  suggest	  that	  
paEerns	  won’t	  fundamentally	  change	  in	  the	  future.	  
•  Half	  full	  on	  both	  counts:	  models	  elucidate	  physical	  processes	  and	  may	  promote	  

understanding	  of	  future	  extremes	  through	  a	  be/er	  understanding	  of	  present-‐day	  events	  
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3.	  Mean	  states	  and	  extreme	  events	  are	  related,	  so	  explaining	  causes	  of	  extreme	  weather	  may	  
be	  facilitated	  by	  beEer	  understanding	  of	  means	  and	  modes	  of	  variability.	  
•  Half	  full	  to	  the	  extent	  that	  this	  is	  true	  (e.g.,	  negaCve	  AO	  winters	  promoCng	  colder	  mean	  

states	  and	  CAOs)	  
•  Half	  empty,	  in	  that	  short-‐lived	  but	  high-‐impact	  extreme	  events	  and	  circulaCon	  anomalies	  are	  

someCmes	  masked	  in	  monthly	  or	  seasonal	  averages	  
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4.	  Other	  (non-‐dynamical)	  factors,	  such	  as	  local	  snow	  cover	  and	  soil	  moisture	  anomalies	  can	  also	  
shape	  weather	  extremes.	  
•  Half	  empty,	  except	  that	  LSMPs	  influence	  the	  formaCon	  and	  persistence	  of	  these	  surface-‐

based	  anomalies	  and	  can	  in	  turn	  be	  significantly	  affected	  by	  them	  
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Increase in Air Temperature without Snow Cover

The increase in average annual air temperature (oC) due to the removal of all snow cover over land,
as simulated by a climate model.
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CCSM3	  Simula2on	  with	  terrestrial	  snow	  cover	  suppressed	  
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FIG. 7. SLP anomaly composites for (a) 10 days, (b) 6 days, (c) 2 days, and (d) 0 days prior to the dates of
the 10 cold events in the Midwest (MW) region. Numbers below color bar denote the lower limit of each 2-mb
range of magnitudes. Unshaded areas have magnitudes smaller than 2 mb.

ern Bering Sea. This pattern intensifies by Day-6, as the
positive anomalies near the Alaska/Yukon border ap-
proach 20 mb. The negative anomalies of up to 215
mb offshore of southern Europe, in conjunction with
positive anomalies over the subpolar North Atlantic,
result in a pattern that would project highly onto the
negative phase of the NAO and the Arctic oscillation.
By Day-2, the positive anomalies over Alaska and west-
ern Canada become the dominant feature, which spreads
southeastward. The values of approximately 125 mb in
the Alaskan core on Day-2 represent impressive and
highly significant anomalies for a composite based on
10 different cases selected on the basis of subsequent
temperatures thousands of km to the southeast. (The t-
values of the Alaskan composite anomalies in Fig. 7c

exceed the 98% significance thresholds for a sample size
of 10.) The pressure-temperature linkage is apparent in
the strength of the implied anomalies of northwesterly
gradient winds on the forward side of the largest SLP
anomalies. The airflow directly from the Arctic to the
Midwestern United States is strikingly apparent on
Day-0.
Figure 8 shows the corresponding sequence of SLP

anomaly patterns for the EC region. (The patterns for
the EC and GC regions are sufficiently similar that the
following discussion applies to the GC as well as the
EC region.) The outstanding feature of the Day-10 field
is a strong signature of the negative phase of the North
Atlantic and Arctic oscillations: composite anomalies of
215 mb and 113 mb are found in the subtropical At-
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FIG. 8. As in Fig. 7, but for the East Coast (EC) region.

lantic (offshore of Portugal) and the subpolar North At-
lantic, respectively. The subtropical Atlantic feature ex-
pands considerably by Day-6, and subsequently weak-
ens, while the positive anomaly strengthens and moves
through northwestern North America on Day-2. A
strong negative anomaly develops in the North Pacific
by Day-6, resulting in a well-developed signature of the
North Pacific oscillation (NPO). This signature transi-
tions to a sea-level manifestation of the Pacific–North
American teleconnection by Day-2, when the negative
anomaly in the North Pacific and the positive anomaly
over western Canada have magnitudes of 217 mb and
119 mb, respectively. Figures 7 and 8 together imply
that common features of the MW and EC outbreaks are
antecedent negative NAO signatures, and a subsequent
positive NPO-to-PNA evolution.

The primary differences between the MW and EC
(also GC) composites are 1) the stronger negative anom-
alies over the oceans, and hence stronger NAO and NPO
signatures, in the EC (GC) composites, and 2) the more
southward migration of the positive SLP anomaly in the
EC and GC cases. The EC and GC cases may be con-
sidered more dynamic in the sense that the positive
anomaly remains over northwestern North America
even at Day-0 in the MW case, while the anomaly center
clearly detaches and moves southeastward by Day-0 to
the contiguous United States in the EC and GC cases.
This southeastward movement of the positive SLP
anomalies is consistent with advection of the colder air
into the more eastern (EC) and southern (GC) sectors
of the country. Figures 8c and 8d also contain negative
SLP anomalies over eastern North America, implying
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