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Motivation
Evaluating ocean circulation in 
tracer coordinates goes back to 
the earliest days of 
oceanography.

Properties such as temperature 
and salinity tag ocean 
watermasses.

These watermasses evolve in 
response to boundary forcing 
and ocean dynamics.

In Chapter 3, we discussed the use of different
reference pressures for reporting potential
density, or equivalently for use of an empirically
defined type of density such as neutral density
(Section 3.5.4). The potential density that is used
should best approximate the local vertical
stability and isentropic surfaces. Profiles of poten-
tial density relative to both the sea surface and
4000 dbar are used in constructing the potential

density sections of Figures 4.11, 4.12, and 4.13.
When spatial variability in temperature and
salinity is very small, any typeofpotentialdensity
will increase monotonically with depth; an
example is the potential density relative to both
the sea surface and 10,000 dbar in the Mariana
Trench (Figure 4.10). The North Pacific has little
variation in temperature and salinity below the
pycnocline, which is the vertical region of large

FIGURE 4.17 Potential tempera-
ture-salinity-volume (q-S-V) dia-
grams for (a) the whole water
column and (b) for waters colder
than 4!C. The shaded region in (a)
corresponds to the figure in (b).
Source: From Worthington (1981).
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Why use tracer 
coordinates for 
ocean model 
diagnostics?
A watermass framework allows 
process-level understanding 
of ocean dynamics.

A powerful tool for 
understanding ocean model 
processes and biases, aiding 
development.



Antarctic Bottom 
Water response to 
freshwater forcing

Tesdal et al. (2023) JGR-O

AABW response diverges 
between two models, 
apparently associated with 
interior ocean mixing 
processes.

CM4

ESM4



Diagnostic of 
numerical 
mixing
Accurate budgets in 
temperature coordinates 
reveal heat flux and watermass 
transformation rates due to 
numerical mixing.
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larger than explicitly parameterized vertical mixing throughout much of the ocean (compare Figure  4a 
and 4b), consistent with Figure 2.

4.1. Warm Temperatures

At warm temperatures (e.g., 22.5°C, Figure 3a) numerical mixing is particularly strong and extensive in the 
thermocline of the central and eastern tropical Pacific and the tropical Atlantic. The most intense fluxes are 
located east of the Galapagos in the Pacific and along the western boundary in the Atlantic. In both basins 
there are tongues of high mixing on either side of the Equator within the thermocline. These regions are 
characterized by strong grid-scale vertical and horizontal temperature gradients (Figure 5c and 5e) which 
numerical mixing acts to smooth (creating large down-gradient heat fluxes). Horizontal grid-scale velocity 
differences are also large, reaching root-mean-square values of 0.05 m s−1 in these regions (Figure 5a). This 
grid-scale variability in the horizontal velocity may be a major driver of the numerical mixing diagnosed 
in this region. The reason is that noise in the horizontal velocity translates into a noisy vertical velocity 
through continuity, and thus to noisy vertical advection across the thermocline (Ilicak et al., 2012). While 
here we focus on grid-scale variability, it should be noted that numerical errors could influence scales well 
above the grid-scale depending on the order of the schemes used (e.g., Soufflet et al., 2016).

Grid-scale noise in the horizontal velocity field can arise from numerical instabilities of the centered 
second-order momentum advection scheme (Leonard,  1984), momentum advection-diffusion (Bryan 
et al., 1975) or physical instabilities such as baroclinic instability acting near the grid scale (particularly 
at eddy-permitting resolution). Ilicak et al. (2012) proposed the grid Reynolds number as a proxy for the 
levels of spurious mixing, with sufficiently large viscosity needed to damp grid-scale horizontal velocity 
variability, reduce noisy vertical velocities and thus render small spurious mixing. However, when cal-
culated using the square-root of the total kinetic energy (divided by ρ0) as the velocity scale, we found 
that spatial variability in the biharmonic grid Reynolds number was not representative of the spatial 
structure in numerical mixing (not shown). This result might be because the grid Reynolds number does 
not include any direct measure of temperature variance on which numerical mixing depends. It might 
also signal that the total kinetic energy is not as relevant a velocity scale for numerical mixing as the eddy 
kinetic energy or a measure of the grid-scale horizontal velocity variance (or more generally, horizontal 
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Figure 4. Zonally integrated across-isotherm heat fluxes due to (a) numerical mixing and (b) vertical mixing in ACCESS-OM2-025. The zonal-integral is 
performed following isotherms and then remapped to depth using the annual- and zonal-mean isotherm positions (black contours). This remapping should 
be kept in mind while interpreting the spatial structure. The 22.5°C, 15°C and 5°C isotherms on which spatial maps are shown in Figure 3 are contoured in 
magenta.
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Potential for online remapping in MOM6

Can the regrid-remap architecture of 
MOM6 be leveraged to perform accurate 
online remapping to a coordinate defined 
by any arbitrary tracer?

Journal of Advances in Modeling Earth Systems 10.1029/2019MS001954

Figure 3. Illustrating the vertical Lagrangian-remap method with a geopotential target grid in the presence of an
adiabatic wave. Vertical lines denote fixed horizontal positions of grid cells. Only the interior of the ocean is shown so
that the surface and bottom are not included. The first panel shows the initial state where the s-coordinate surfaces are
horizontal and aligned with horizontal isopycnals. The second panel shows the Lagrangian evolution of the s-surfaces
as determined by the mass continuity (thickness equation for Boussinesq fluid) with w(.s) = 0, as well as evolution of
the ocean state. The Lagrangian step is assumed to be induced here by an adiabatic gravity wave so that the ocean state
experiences no diffusive mixing. Values from above and below the view have advected in vertically. The third panel
shows the regrid step, whereby we identify a target s-grid (solid horizontal lines) according to prescribed target
geopotentials (which are here identical to the initial geopotentials shown in the first panel). The fourth panel shows
the remap step, whereby the ocean state, originally known at the old grid, has now been estimated at the vertical
position of the target grid via an interpolation algorithm. Under a perfect remapping the ocean state does not evolve.
Rather, remapping adjusts the location of the s-coordinate surfaces and offers a new estimate of the ocean state on the
new grid. However, due to truncation errors arising from finite resolution, the representation of the state on the target
grid is not a perfect transformation between the two grids. The final panel shows the new state as represented on the
new grid, now ready to move forward another time step.

4.1.2. Illustrating the Method
We illustrate the vertical Lagrangian-remap method in Figure 3, which is a special case of the
three-dimensional Lagrangian-remap method depicted in Figure 1. Here, the first step is Lagrangian just
in the vertical. With a freely moving grid, the grid must be periodically reinitialized or regularized onto a
target grid (this is the regrid step) to ensure it remains nonsingular and/or continues to offer an accurate
representation of the fluid flow (e.g., by not losing too many grid layers as can occur in isopycnal models).
A regrid step necessitates a corresponding remap step whereby the fluid state is estimated on the new grid.
The remap updates the discrete representation of the ocean state by transforming (via interpolation) that
representation onto the target grid. In principle it does not change the ocean state, whereas in practice there
are changes due to interpolation errors. In section 4.3, we discuss the remaining steps to the algorithm
illustrated in Figure 3.
4.1.3. Example Ocean and Sea Ice Realizations
Dukowicz and Baumgardner (2000) applied the notions of Lagrangian remapping to horizontal transport in
sea ice models. They emphasized that remapping is operationally identical to advective transport. Further-
more, the method does not require regridding/remapping every time step. Instead, the regrid/remap step
can occur after a few Lagrangian steps, particularly if the flow is laminar and/or the time steps are small.

Vertical Lagrangian remapping is a natural extension of methods used for isopycnal layered ocean models
(see Bleck, 1998, for a review). Correspondingly, the numerical realization of the vertical Lagrangian-remap
method by Bleck (2002) facilitates a remapping of the ocean state over an arbitrary number of vertically dis-
placed grid cells. This capability makes use of numerical technology developed to allow coordinate layers to
vanish or inflate, which is an essential feature of isopycnal coordinate models used for realistic simulations.
In turn, these algorithms lead to a natural realization of conservative wetting and drying with corresponding
applications in studies of estuaries and moving ice-shelf grounding lines (e.g., Goldberg et al., 2012a, 2012b).

Finally, we note that Leclair and Madec (2012b) and Petersen et al. (2015) present an implementation of
vertical ALE within two ocean models. Their method is described in section 5.

4.2. The Hydrostatic Ocean Equations
In presenting the vertical Lagrangian-remap method, we work with the finite volume grid cell budgets for a
hydrostatic fluid using GVCs. We derived these budget equations in section 3, where the equations integrate
the cell averaged fields and we summarize the equations in the form
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Diagnostic remapping already exists for z* and ρ
Strict requirement to be monotonically increasing with depth
What about tracers with non-monotonic and/or decreasing profiles?
 Temperature
 Salinity
 Oxygen
 Ideal Age



Online 
remapping in 
MOM6
Defining a matrix of weights 
mapping source to target grids.

schematic



Evolution of watermasses in a vertical column subject to boundary forcing



MOM6 has a number of interpolation schemes that impact interface depth, and 
therefore layer thickness

Layer thickness for different 
interpolation schemes

Anomaly relative to mean



Standard deviation of anomaly

MOM6 has a number of interpolation schemes that impact interface depth, and 
therefore layer thickness



Watermass transformation in a downslope gravity flow
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Tracer budget 
closure in 
remapped 
coordinates
Some diagnostics require 
accurate tracer budget closure 
within layers, e.g. heat budget 
within temperature layers.

Problems persist in 
implementing this, due to 
timing of remapping relative 
to timing of processes.
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After 6 hours

Example: Watermass transformation in a downslope gravity flow

After 48 hours

After 96 hours

SalinityTemperature
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larger than explicitly parameterized vertical mixing throughout much of the ocean (compare Figure 4a 
and 4b), consistent with Figure 2.

4.1. Warm Temperatures

At warm temperatures (e.g., 22.5°C, Figure 3a) numerical mixing is particularly strong and extensive in the 
thermocline of the central and eastern tropical Pacific and the tropical Atlantic. The most intense fluxes are 
located east of the Galapagos in the Pacific and along the western boundary in the Atlantic. In both basins 
there are tongues of high mixing on either side of the Equator within the thermocline. These regions are 
characterized by strong grid-scale vertical and horizontal temperature gradients (Figure 5c and 5e) which 
numerical mixing acts to smooth (creating large down-gradient heat fluxes). Horizontal grid-scale velocity 
differences are also large, reaching root-mean-square values of 0.05 m s−1 in these regions (Figure 5a). This 
grid-scale variability in the horizontal velocity may be a major driver of the numerical mixing diagnosed 
in this region. The reason is that noise in the horizontal velocity translates into a noisy vertical velocity 
through continuity, and thus to noisy vertical advection across the thermocline (Ilicak et al., 2012). While 
here we focus on grid-scale variability, it should be noted that numerical errors could influence scales well 
above the grid-scale depending on the order of the schemes used (e.g., Soufflet et al., 2016).

Grid-scale noise in the horizontal velocity field can arise from numerical instabilities of the centered 
second-order momentum advection scheme (Leonard, 1984), momentum advection-diffusion (Bryan 
et al., 1975) or physical instabilities such as baroclinic instability acting near the grid scale (particularly 
at eddy-permitting resolution). Ilicak et al. (2012) proposed the grid Reynolds number as a proxy for the 
levels of spurious mixing, with sufficiently large viscosity needed to damp grid-scale horizontal velocity 
variability, reduce noisy vertical velocities and thus render small spurious mixing. However, when cal-
culated using the square-root of the total kinetic energy (divided by ρ0) as the velocity scale, we found 
that spatial variability in the biharmonic grid Reynolds number was not representative of the spatial 
structure in numerical mixing (not shown). This result might be because the grid Reynolds number does 
not include any direct measure of temperature variance on which numerical mixing depends. It might 
also signal that the total kinetic energy is not as relevant a velocity scale for numerical mixing as the eddy 
kinetic energy or a measure of the grid-scale horizontal velocity variance (or more generally, horizontal 
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Figure 4. Zonally integrated across-isotherm heat fluxes due to (a) numerical mixing and (b) vertical mixing in ACCESS-OM2-025. The zonal-integral is 
performed following isotherms and then remapped to depth using the annual- and zonal-mean isotherm positions (black contours). This remapping should 
be kept in mind while interpreting the spatial structure. The 22.5°C, 15°C and 5°C isotherms on which spatial maps are shown in Figure 3 are contoured in 
magenta.
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larger than explicitly parameterized vertical mixing throughout much of the ocean (compare Figure 4a 
and 4b), consistent with Figure 2.

4.1. Warm Temperatures

At warm temperatures (e.g., 22.5°C, Figure 3a) numerical mixing is particularly strong and extensive in the 
thermocline of the central and eastern tropical Pacific and the tropical Atlantic. The most intense fluxes are 
located east of the Galapagos in the Pacific and along the western boundary in the Atlantic. In both basins 
there are tongues of high mixing on either side of the Equator within the thermocline. These regions are 
characterized by strong grid-scale vertical and horizontal temperature gradients (Figure 5c and 5e) which 
numerical mixing acts to smooth (creating large down-gradient heat fluxes). Horizontal grid-scale velocity 
differences are also large, reaching root-mean-square values of 0.05 m s−1 in these regions (Figure 5a). This 
grid-scale variability in the horizontal velocity may be a major driver of the numerical mixing diagnosed 
in this region. The reason is that noise in the horizontal velocity translates into a noisy vertical velocity 
through continuity, and thus to noisy vertical advection across the thermocline (Ilicak et al., 2012). While 
here we focus on grid-scale variability, it should be noted that numerical errors could influence scales well 
above the grid-scale depending on the order of the schemes used (e.g., Soufflet et al., 2016).

Grid-scale noise in the horizontal velocity field can arise from numerical instabilities of the centered 
second-order momentum advection scheme (Leonard, 1984), momentum advection-diffusion (Bryan 
et al., 1975) or physical instabilities such as baroclinic instability acting near the grid scale (particularly 
at eddy-permitting resolution). Ilicak et al. (2012) proposed the grid Reynolds number as a proxy for the 
levels of spurious mixing, with sufficiently large viscosity needed to damp grid-scale horizontal velocity 
variability, reduce noisy vertical velocities and thus render small spurious mixing. However, when cal-
culated using the square-root of the total kinetic energy (divided by ρ0) as the velocity scale, we found 
that spatial variability in the biharmonic grid Reynolds number was not representative of the spatial 
structure in numerical mixing (not shown). This result might be because the grid Reynolds number does 
not include any direct measure of temperature variance on which numerical mixing depends. It might 
also signal that the total kinetic energy is not as relevant a velocity scale for numerical mixing as the eddy 
kinetic energy or a measure of the grid-scale horizontal velocity variance (or more generally, horizontal 
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Figure 4. Zonally integrated across-isotherm heat fluxes due to (a) numerical mixing and (b) vertical mixing in ACCESS-OM2-025. The zonal-integral is 
performed following isotherms and then remapped to depth using the annual- and zonal-mean isotherm positions (black contours). This remapping should 
be kept in mind while interpreting the spatial structure. The 22.5°C, 15°C and 5°C isotherms on which spatial maps are shown in Figure 3 are contoured in 
magenta.
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Thickness of layer warmer than 0°C

Temperature

Example: Watermass transformation in a downslope gravity flow



Temperature

Watermass transformation due to explicit vertical diffusion

Example: Watermass transformation in a downslope gravity flow



Temperature @ 96 hours

Z*

σ

ρ2

layer

Watermass transformation due to explicit vertical diffusion

Example: Watermass transformation in a downslope gravity flow



Ongoing work • Implement rigorous budget closure for remapped 
diagnostics in MOM6 (Keith Lindsay’s PR)

• Improve efficiency of weighted remapping and merge into 
MOM6 main branch

• Implement remapping to any tracer coordinate --- currently 
only possible for temperature



Take-home 
messages
Tracer coordinates offer 
powerful, complementary 
diagnostics for understanding 
ocean dynamics and model 
biases/sensitivities.

Online remapping is required 
for accurate budget closure, 
but irreducible uncertainty 
persists.
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